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\begin{align*}
E_{L}\left(\mathbf{R}_{i}\right) & =\sum_{i<j} V\left(r_{i j}\right)-2 \frac{\hbar^{2}}{2 m} \nabla^{2}\left(a_{1} / r_{i j}\right)^{a_{2}}-\frac{\hbar^{2}}{2 m} \sum_{i} G_{i}^{2} \\
E_{L}\left(\mathbf{R}_{i}\right) & =\sum_{i<j}\left[\frac{-a_{2}\left(a_{2}-1\right) \hbar^{2} a_{1}^{a_{2}}}{m r^{a_{2}+2}}+\frac{4 \epsilon \sigma^{12}}{r^{12}}-\frac{4 \epsilon \sigma^{6}}{r^{6}}\right]  \tag{2}\\
& +\sum_{i} \frac{\hbar^{2}}{2 m}\left[\frac{a_{2} a_{1}^{a_{2}}}{r^{a_{2}+1}}\right]^{2} .
\end{align*}
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## VMC Algorithm

1 Initialize box of particles: L, N, $a_{1}, a_{2}$
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- Compute weight of move and accept with:
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## - Using Eq. 1 of calculating $E_{L}$

- Using Eq. 2 of calculating $E_{L}$


| $\left[\begin{array}{l}\text { mean } \\ -7.2178354 \mathrm{E}-16 \\ \hline \text { error of mean- } \\ \pm 6.9 \mathrm{E}-18\end{array}\right.$ |
| :--- |
| sigma |
| $3.8335435 \mathrm{E}-16$ |
| autocor. time - <br> 1.0156328 E 01 |
| blocking factor <br> 0 |
| start cutoff <br> 0.0 |
| 31499.0 |


mean-
$-6.9346245 \mathrm{E}-15$
error of mean $\pm 3.9 \mathrm{E}-18$
sigma-
$2.1264963 \mathrm{E}-16$
autocor. time
1.0588098 E 01
[blocking factor $]$
0
0.0
rend cutoff
31499.0
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- In the imaginary time transform (it $\rightarrow \tau$ )

$$
\begin{equation*}
\Psi\rangle(\tau+\delta \tau)=\sum c_{i} e^{\epsilon_{i} \delta \tau}\left|\psi_{i}\right\rangle \tag{4}
\end{equation*}
$$

- In imaginary time, energy states decay, not oscillate

$$
\begin{equation*}
\lim _{\tau \rightarrow \infty} \Psi(\mathbf{R}, \tau)=c_{0} e^{\epsilon_{0} \tau}\left|\psi_{0}\right\rangle \tag{5}
\end{equation*}
$$

- Using $\Psi(\mathbf{R})$, get diffusion equation for behavior with diffusion and branching
- Using $f(\mathbf{R}, \tau)=\Psi_{G}(\mathbf{R}) \Psi(\mathbf{R}, \tau)$, we also get "Drift" Term

$$
\begin{align*}
\frac{\partial f(\mathbf{R}, \tau)}{\partial \tau} & =\left[\sum_{i}-\frac{1}{2} \nabla_{i}^{2} f(\mathbf{R}, \tau)\right] \\
& -\nabla \cdot\left[\frac{\nabla \psi_{G}(\mathbf{R})}{\psi_{G}(\mathbf{R})} f(\mathbf{R}, \tau)\right]+\left(E_{L}(\mathbf{R})-E_{T}\right) f(\mathbf{R}, \tau) \tag{6}
\end{align*}
$$

## DMC Overview

- Solution for this is a Green's function, $G\left(\mathbf{R}^{\prime}, \mathbf{R} ; \tau\right)$
- From Trotter's theorem, for $\tau \rightarrow 0$, we can break up diffusion equation
- Solve approximately for $G\left(\mathbf{R}^{\prime}, \mathbf{R} ; \tau\right)$

$$
\begin{equation*}
G\left(\mathbf{r}^{\prime}, \mathbf{r} ; \tau\right) \sim \operatorname{Nexp}\left(-\frac{\left(\mathbf{R}^{\prime}-\mathbf{R}-\mathbf{V}(\mathbf{R}) \tau\right)^{2}}{2 \tau} \exp \left(-\left(E_{L}(\mathbf{R})+E_{L}\left(\mathbf{R}^{\prime}\right)\right) \frac{\tau}{2}\right.\right. \tag{7}
\end{equation*}
$$

- And use this as a weight for moves:

$$
\begin{equation*}
W\left(\mathbf{R}^{\prime}, \mathbf{R}\right)=\frac{\left|\Psi_{G}\left(\mathbf{R}^{\prime}\right)\right|^{2} G\left(\mathbf{R}^{\prime}, \mathbf{R} ; \tau\right)}{\left|\Psi_{G}(\mathbf{R})\right|^{2} G\left(\mathbf{R}, \mathbf{R}^{\prime} ; \tau\right)} \tag{8}
\end{equation*}
$$

## DMC Algorithm

1 Initialize Ensemble containing many Configurations of Particles For each Configuration, $j$

- For each particle $i: \mathbf{r}^{\prime}{ }_{i}=\mathbf{r}_{i}+\tau \mathbf{V}\left(\mathbf{r}_{i}\right)+\eta$
- Compute weight of move and accept with:
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1 Initialize Ensemble containing many Configurations of Particles
2 For each Configuration, $j$

- For each particle $i: \mathbf{r}^{\prime}{ }_{i}=\mathbf{r}_{i}+\tau \mathbf{V}\left(\mathbf{r}_{i}\right)+\eta$
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3 Calculate branching probability:
$P_{B}=\exp \left(-\tau\left(\frac{E_{L}\left(R^{\prime}\right)+E_{L}(R)}{2}-E_{T}\right)\right)$
Branch $n$ copies with $n=$ floor $\left(P_{B}+u\right) u \in[0,1)$
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## Better Wave Functions

Boronat's Jastrow Trial Wave Function gave us odd results, but could be revisited

$$
\Psi_{T}=\prod_{i<j} \exp \left[-\frac{1}{2}\left(\frac{b}{r_{i j}}\right)^{5}-\frac{L}{2} \exp \left(-\left(\frac{r_{i j}-\lambda}{\Lambda}\right)^{2}\right)\right]
$$

## Thank You
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