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Performance overhead in kernel stack

• Protocol processing 
• Data copy 
• Cache contention (between flows sharing same NUMA node)
• CPU scheduling overheads (locking, context switching)
• Interrupts 
• Managing heavy datastructures (skbs) 
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Kernel Bypass Packet I/O



Dataplane Development Kit (DPDK)

Source:	https://blog.selectel.com/introduction-dpdk-architecture-principles/



Dataplane Development Kit (DPDK)

• User-space packet processing (kernel bypass).
• Avoid context switching overhead.

• Poll Mode Driver (PMD).
• Avoid interrupt processing overhead.
• Keeps a core busy.

•Memory usage optimizations
• Light-weight mbufs.
• Memory pools that use hugepages, cache alignment, etc. 
• Lockless ring buffers.



Other examples

•NetMap
• In-kernel module for efficient packet processing.
• Light-weight packet buffers.
• Fewer memory copies. 

• Packet Shader
• Modified packet I/O engine in the kernel.
• Fetches packets through a combination of interrupts and polling.
• Processes packets using GPU in userspace. 



Kernel Bypass Packet I/O Engine

• Provide mechanisms for delivering packets to 
user space.

•Do not implement a network stack. 



mTCP

• User-space TCP/IP stack built over kernel-
bypass packet I/O engines.
• Implementation in paper over PacketShader.
• DPDK based implementation also available. 



mTCP
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mTCP -- Issues

•Dedicated threads for the TCP stack. 
• Avoid intrusive inter-twining of application and 

TCP processing. 
• Batching to reduce switching overheads.
• Adds latency.

• Security vulnerabilities with user-space 
network stack. 



IX (OSDI’14)

• Protected kernel-bypass.

• Separation of control plane and dataplane
• Control plane handles resource allocation (cores, memory, 

network queues).
• Three-way isolation: IX control plane, dataplane (guest), 

and untrusted user code.
• Hardware virtualization techniques to expose resources 

to dataplane. 



IX (OSDI’14)



IX (OSDI’14)

• Run to completion packet processing in dataplane.
• Adaptive Batching
• Zero-copy  
• Synchronization-free processing
• Implemented over DPDK



IX Performance



IX Limitations

• [TAS, EuroSys’19] Might still have additional protocol 
processing overheads….
• TCP packet processing in one monolithic block.
• Large amount of per-connection state, many branches, 

increased cache footprint. 

• Non-socket API

• Enforcing zero-copy requires application and dataplane
kernel to coordinate on buffer management. 
• Application must not mutate content of a packet until it’s 

acknowledged. 
• (Similar issues with kernel zero-copy mechanisms). 



Slides from TAS authors. 

TAS: TCP Acceleration as an OS 
service (EuroSys’19)
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• Application runs on separate core.
• Not zero-copy.
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Your thoughts…


