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Logistics

• Project proposal discussions 
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UNIT 2
• NLP Applications

• Summarization

• To appreciate SOTA
• Transfer learning
• Contextualized representation
• Pretrained sentence representation
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Transfer Learning

Train

Freeze

Reduces the need for labeled target data
by transferring learned representations 
and models 
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So Far

• Word embeddings
• Distributional hypothesis
• Acquired knowledge useful in other 

contexts
• One representation per word
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Transfer Learning

Train

Freeze

Reduces the need for labeled target data
by transferring learned representations 
and models 
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Sentence representation

• Aggregated from word representation

• Separate representation
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What could be a problem?
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Attention (Bahdanau et al. 2015)
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Calculating Attention
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Calculating Attention (1)
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Calculating Attention (2)
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Scoring Functions
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Self-Attention
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Multi-Headed Attention
• Different parts of the sentence attended to by different ‘heads’
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Transformer
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Pretrained Sentence Representation

• Needed for
• Paraphrase ID, retrieval
• Sentence classification



20

Pretrained Sentence Representation
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Pretrained Representations
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Language Model + Transfer
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Text Summarization

• Extractive summarization
• summary is a subset of original text

• Abstractive summarization
• summary is paraphrase of original text
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Text Summarization
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Text Summarization
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Text Summarization
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Text Summarization
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Text Summarization
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Extractive Summarization

• Select units from the original
• Typically sentences
• No simplification/rewriting

• Baseline
• Extract the first few sentences (news genre)
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Extractive Summarization
• Long history

• Baxendale (1958)
• Luhn (1958; technical documents) 

• Heuristics
• Position of sentences

• Analyzed 200 paragraphs; first and last are 
topic sentences

• Sentences with content terms 
(frequency/uniqueness)

• Cue words (hardly, significant, impossible)
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Extractive Summarization
• Problems

• Paice (1990)
• Lack of balance (e.g., single views) 
• Lack of cohesion (antecedent not mentioned/incorrectly 

cited)
• Solutions

• Rhetorical structure theory
• Anaphors

• That: nonanaphoric if preceded by a research verb 
(demonstrated)

: nonanaphoric if followed by pronoun, article, quantifier
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Summarization Tasks

• Content selection
• Choose sentences to extract

• Information ordering
• Order sentences

• Realization 
• Cleanup and present



35

Text Summarization


