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Logistics

• Project progress presentation 3/30
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UNIT 2
• Low-Resource NLP

• Summarization

• Dialogue

• Question Answering

• Commonsense Reasoning
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AI vs. Human Intelligence

2011 2015
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AI vs. Human Intelligence

2016 2017
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AI vs. Human Intelligence

2018 2020
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Is AI a solved problem?
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What do we know so far?

• Models can be brittle
• Stumble on instances unlike training data
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Are we solving the task or fitting model to 

dataset?
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What is Commonsense?
Merriam Webster dictionary:

Commonsense is "sound and prudent judgment based 
on a simple perception of the situation or facts."
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What is Commonsense

• Basis of practical knowledge and reasoning 
• Concerns everyday situations and events
• Commonly shared among most people
• Interpretation of world around us 

• Door open or closed?
Closet door?
Fridge door?
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What is Commonsense

• Helps human-human interaction
• Essential to live and interact reasonably and safely

• Helps human-machine interaction
• Essential for AI to understand human needs and actions
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Human Cognition
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Where are we and where do we go
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Where are we and where do we go?
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Where are we and where do we go

Image segmentation
Speech recognition



17

Language models and 
Deep learning models
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Processing Commonsense

• Early work in the 1980s  
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Processing Commonsense

• No concrete computational advances

• Lack of conceptualization/representation

• Not strong computational models/computing power

• Not much data

• No crowdsourcing

“Commonsense reasoning is the new frontier of artificial 
intelligence.”  Yejin Choi, UW 



20

Path to Commonsense

• Brute force?
• Larger and deeper networks
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Commonsense and NLP

• Knowledge in Pre-trained Language Models

• Commonsense benchmarks

• Commonsense knowledge sources

• Endowing NN with commonsense
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Knowledge in Pretrained LM

• Self-supervised models trained on large corpora

• Trained to predict the next word in sequence or 
masked word in sentence
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Knowledge in Pretrained LM
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Knowledge in Pre-trained LM

• Do pretrained models already have commonsense?

• What kind of commonsense knowledge do they 
have?
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Knowledge in Pre-trained LM

• Do pretrained models already have commonsense?

• Use for knowledge-base completion
• ConceptNet, WikiData
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Knowledge-Base Completion using LM

• Task: Populate Knowledge bases

• Challenge: Need complex NLP pipelines involving 
entity extraction, coreference resolution, entity linking 

• Approach: 
• Convert KB relations to NL templates
• Use LMs to fill templates and score 
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Commonsense in Pre-trained LM

• Do pretrained models already have commonsense?

• Knowledge-base completion

• Can pre-trained LMs correctly distinguish concepts 
associated with a given set of assumed properties? 
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Distinguish concepts (Weir et al. 2020)

• The concept bear as a target emerging as the highest ranked 
predictions of neural LM

• RoBERTa > BERT 
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Mean Reciprocal Rank (MRR)
Use: Measure for evaluating any process that produces 
a list of possible responses to a sample of queries

rank_i is rank position of the first relevant document for 
the i-th query,
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Distinguish concepts (Weir et al. 2020)

Perceptual cues 
(bears have fur) < 
encyclopedic (bears live in 
forests) [is this surprising?]
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Knowledge in Pre-trained LM

• Do pretrained models already have commonsense?

• Knowledge-base completion

• Do pre-trained LMs correctly distinguish concepts 
associated with a given set of assumed properties?

• Can pre-trained LMs list properties associated with 
given concepts?  
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Distinguish concepts (Weir et al. 2020)

Low correlation with human elicited properties, but coherent 
and mostly “verifiable by humans” 



35

Can we trust LMs?
https://demo.allennlp.org/masked-lm

https://demo.allennlp.org/masked-lm
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Can we trust LMs?
• LMs generate fictitious facts

Distributionally similar

Syntactically similar
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LMs provide a good basis for commonsense 
models

Performance comes from large pre-training and fine-tuning
• LMs mostly pick up lexical cues
• No model has true commonsense reasoning

• lack an understanding of some of the most basic physical 
properties

• Fails to perform logical reasoning that is critical to 
commonsense knowledge
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Knowledge in LMs isn’t enough
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Symbolic reasoning
Paradigm in AI
• high-level "symbolic" (human-readable) representations of 

problems

• NLP: determining whether a conjunction of properties is 
held by an object, and comparing the sizes of different 
objects Talmor et al. 2020
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Can LMs do symbolic reasoning

A chicken [MASK] has horns. 

A. never B. rarely C. sometimes D. often E. always 

Talmor et al. (2020): oLMpics for BERT and RoBERTa on a set of 
symbolic reasoning tasks

Neither perform well
Reporting bias: LMs are trained on texts describing things 

that do happen
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Symbolic reasoning

Talmor et al. 2020

Some commonsense knowledge but very far from being complete
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How do we measure commonsense reasoning

Benchmark tasks



How do you know that a model is doing 
commonsense reasoning?

Unsupervised:
• Observe behavior,
• Probe representations,
• etc.

Benchmarks: 
knowledge-specific tests 
(w/ or w/o training data)

QA format: easy to evaluate 
(e.g., accuracy)



Step 1: Determine type of reasoning

https://leaderboard.allenai.org/

Visual 
commonsense 

reasoning
Abductive 
reasoning

https://leaderboard.allenai.org/


Reasoning about Social 
Situations

Alex spilt food all over the floor and 
it made a huge mess.

What will Alex want to do next?

run around in the mess mop up the mess

less likely more likely



Step 2: Choosing a benchmark size
Small scale Large scale

Creation Expert-curated Crowdsourced/automatic

Coverage Limited coverage Large coverage

Training Dev/test only Training/dev/test

Budget Expert time costs Crowdsourcing costs

Winograd Schema Challenge (WSC), 
Choice of Plausible Alternatives (COPA)



Small commonsense benchmarks

The city councilmen refused the demonstrators a permit 
because they advocated violence. Who is “they”?

(a)The city councilmen
(b)The demonstrators

The city councilmen refused the demonstrators a permit 
because they feared violence. Who is “they”?

(a)The city councilmen
(b)The demonstrators

Winograd Schema 
Challenge (WSC)

273 examples

Choice of Plausible 
Alternatives (COPA)

500 dev, 500 test



Small commonsense benchmarks

I hung up the phone. 
What was the cause of this?

(a)The caller said goodbye to me.
(b)The caller identified himself to me.

The toddler became cranky. 
What happened as a result?

(a)Her mother put her down for a nap.
(b)Her mother fixed her hair into pigtails.

Winograd Schema 
Challenge (WSC)

273 examples

Choice of Plausible 
Alternatives (COPA)

500 dev, 500 test



Step 2: Choosing a QA benchmark size

Small scale Large scale

Creation Expert-curated Crowdsourced/automatic

Coverage Limited coverage Large coverage

Training Dev/test only Training/dev/test

Budget Expert time costs Crowdsourcing costs

Challenge: do to collect positive/negative answers?



Challenge of collecting unlikely answers

Goal: negative answers have to be plausible but unlikely
• Automatic matching?

• Random negative sampling won’t work, too topically different
• “smart” negative sampling isn’t effective either

• Need better solution… maybe we can ask crowd workers?



Collecting answers from crowdworkers

Alex spilt food all over the floor 
and it made a huge mess.

What will Alex want to 
do next?

WHAT HAPPENS NEXT
!mop up
! give up and order take out
" leave the mess
" run around in the mess

Handwritten ! and " Answers

Context and Question

Free Text Response

Problem: handwritten unlikely answers 
are too easy to detect 



Problem: annotation artifacts

• Models can exploit artifacts in handwritten 
incorrect answers

• Exaggerations, off-topic, overly emotional, etc.
• See Schwartz et al. 2017, Gururangan et al. 

2018, Zellers et al. 2018, etc.

• Seemingly “super-human” performance by 
large pretrained LMs (BERT, GPT, etc.)

Benchmark creation important to avoid overstating 
performance (“super-human machine”)



Temporal commonsense Commonsense reading comprehension

Physical commonsense Social commonsense 

Commonsense benchmarks

Social IQa Physical IQa

Abductive NLI

HellaSwag

VCR WinoGrande
CommonsenseQA JHU Ordinal 

Commonsense

MCTaco

SWAG

Naïve 
Psychology 

COPAWSC

ROC story

MultiRC
CosmosQA

ReCORD



Commonsense 
resources



Tom’s grandma was reading a new book, when she dropped her glasses.

She couldn’t pick them up, so she called Tom for help.

Tom rushed to help her look for them, they heard a loud crack.

They realized that Tom broke her glasses by stepping on them.

Promptly, his grandma yelled at Tom to go get her a new pair.

Grandma’s glasses



Humans reason about the world with 
mental models [Graesser, 1994]

Personal 
experiences
[Conway et al., 2000]

World knowledge 
and commonsense
[Kintsch, 1988]

Commonsense resources aim 
to be a bank of knowledge for 
machines to be able to reason 

about the world in tasks



Tom’s grandma was reading a new book, when she dropped her glasses.

She couldn’t pick them up, so she called Tom for help.

Tom rushed to help her look for them, they heard a loud crack.

They realized that Tom broke her glasses by stepping on them.

Promptly, his grandma yelled at Tom to go get her a new pair.

usedFor

Y	will	want

Y	will

capableOf

improve 
ones vision

people

relaxing

subeventOf

activity

typeOf

usedFor

X	feels

nervous

corrective lens

typeOf

X	wanted	to

express 
anger

ConceptNet

ATOMIC



Overview of existing resources
ATOMIC

(Sap et al., 2019)

OpenCyc
(Lenat, 2004)

ConceptNet 5.5
(Speer et al., 2017)

Web Child 2.0
(Tandon et al., 2017)

ConceptNet
(Liu & Singh, 2004)

Web Child
(Tandon et al., 2014)

Open Mind Common Sense
(Minsky, Singh & Havasi, 1999)

Cyc
(Lenat et al., 1984)

OpenCyc 4.0
(Lenat, 2012)

ResearchCyc
(Lenat, 2006)

NELL
(Mitchell et al., 2015)

NELL
(Carlson et al., 2010)

today



How do you create a commonsense resource?



Desiderata for a good commonsense resource

Coverage
• Large scale
• Diverse knowledge types

Useful
• High quality knowledge
• Usable in downstream tasks

Multiple resources tackle different 
knowledge types



Creating a commonsense resource

Symbolic

Natural language
Representation

Knowledge type Semantic

Inferential

Domain-specific



CONCEPTNET:
semantic knowledge in natural language form

http://conceptnet.io/

http://conceptnet.io/




What is ConceptNet?

• General commonsense knowledge
• 21 million edges and over 8 million nodes (as of 2017)

• Over 85 languages
• In English: over 1.5 million nodes

• Knowledge covered:
• Open Mind Commonsense assertions
• Wikipedia/Wiktionary semantic knowledge
• WordNet, Cyc ontological knowledge

http://conceptnet.io/

http://conceptnet.io/


ATOMIC:
inferential knowledge in natural language form

https://mosaickg.apps.allenai.org/kg_atomic

https://mosaickg.apps.allenai.org/kg_atomic


ATOMIC: 880,000 triples for AI systems to reason 
about causes and effects of everyday situations

X repels
Y’s attack



X repels
Y’s attack



X repels
Y’s attack

nine inference 
dimensions



X repels
Y’s attack

300,000 event nodes to date
880,000 if-Event-then-* knowledge triples



Overview of existing resources
ATOMIC

(Sap et al., 2019)

OpenCyc
(Lenat, 2004)

ConceptNet 5.5
(Speer et al., 2017)

Web Child 2.0
(Tandon et al., 2017)

ConceptNet
(Liu & Singh, 2004)

Web Child
(Tandon et al., 2014)

Open Mind 
Common Sense

(Singh, 2002)

Cyc
(Lenat et al., 1984)

OpenCyc 4.0
(Lenat, 2012)

ResearchCyc
(Lenat, 2006)

NELL
(Mitchell et al., 2015)

NELL
(Carlson et al., 2010)

today



Existing knowledge bases
ATOMIC

(Sap et al., 2019)

ConceptNet 5.5
(Speer et al., 2017)

OpenCyc 4.0
(Lenat, 2012)

NELL
(Mitchell et al., 2015)



Existing knowledge bases

Represented in symbolic logic
(e.g., LISP-style logic)

Represented in natural language
(how humans talk and think)

ATOMIC
(Sap et al., 2019)

ConceptNet 5.5
(Speer et al., 2017)

OpenCyc 4.0
(Lenat, 2012)

NELL
(Mitchell et al., 2015)

(#$implies 
(#$and 
(#$isa ?OBJ ?SUBSET)
(#$genls ?SUBSET ?SUPERSET))

(#$isa ?OBJ ?SUPERSET))



Knowledge bases and mitigating biases

• Different data collection methods suffer from social biases differently
• ConceptNet word embeddings have less demographic biases than 

GloVe embeddings [Sweeney & Najafian, 2019]



Knowledge bases and mitigating biases

Karen clutches a gun because X 
wanted to

Jaquain clutches a gun because X 
wanted to

PersonX clutches a gun because X 
wanted to

COMET (Bosselut et al., 2019): ATOMIC + OpenAI GPT

ATOMIC (Sap et al., 2019)



Some commonsense cannot be extracted

Text is subject to reporting bias
(Gordon & Van Durme, 2013)
• Idioms & figurative usage

“Black sheep problem”

• Noteworthy events 
Murdering 4x more common than exhaling

Commonsense is not often written
-> Grice’s maxim of quantity

found when extracting commonsense  
knowledge on four large corpora using 

Knext (Gordon & Van Durme, 2013)
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How do we Incorporate Commonsense into 
Downstream Models?
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WINOGRANDE: An Adversarial Winograd Schema Challenge at Scale.
Keisuke Sakaguchi, Ronan Le Bras, Chandra Bhagavatula, and Yejin Choi. 
AAAI 2020 
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WINOGRANDE: An Adversarial Winograd Schema Challenge at Scale.
Keisuke Sakaguchi, Ronan Le Bras, Chandra Bhagavatula, and Yejin Choi. 
AAAI 2020 
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Fine-tuning is important
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Static KB integration
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Recipe
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Tasks
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Tasks
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Knowledge Sources
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Neural component
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Combination Method
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Combination Method
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Limitation of KB approaches

• Situations rarely as in KBs
• KB only a snapshot of vast commonsense 

knowledge

• Solutions
• Learn from KBs, and induce new relationships
• Scale-up using language resources



92

Going beyond KBs
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Going beyond KBs



94

Going beyond KBs



95

Summary
• What do LMs know (very little)?

• How do we measure commonsense ability (benchmarks)?

• What are commonsense resources for machines (representation)?

• How to integrate commonsense into machines?


