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Putting (5) & (6) into 111 yields

H(X) = Pls + plog

=* [Cl -b) log p
+ Plog]

= H(P) for < P < 1
.

... (4)

Now consider P = 1. Then X= 1 with probability 1
.
That is,

X is deterministic, which has entropy O = THIS .

Combining with (1)
,
we have

H(X) = + H(P) for <PE
#
-



2. Because the geometric distribution is memoryless, we can say that Y =

X1 +X2, as the first realization has no bearing on the distribution of the

second realization, which is identical to the first distribution. As a result,

H(Y ) = H(X1 +X2)  H(X1, X2) = H(X1) +H(X2) = 2H(X) (10)
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Let X1 be the result of the first draw, and let X2 be the result of the second

draw. We know that

H(X2, X1) = H(X1) +H(X2|X1)

If the balls are being replaced, then the first draw has no bearing on the second

draw. Therefore

Hreplacement(X2, X1) = H(X1) +H(X2)

. If the balls are not being replaced, the draws are clearly not independent.

Additionally, conditioning can only reduce entropy, in this case resulting in a

strict inequality. So

Hno replacement(X2|X1) < Hreplacement(X2|X1) = H(X2)

.
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1. Let X be a bernoulli random variable with parameter 0.5 (indicator for

heads). Similarly, let Y = 1�X (indicator for tails).

I(X;Y ) = H(X)�H(X|Y ) (19)

= H(X) (20)

= 1 (21)

2. I was not able to determine the ”top” and ”bottom” of a 5-sided die, since

if one face is resting on a table, the opposite ”face” is actually a corner.

Instead, I solved the problem with a 6-sided die. A typical six-sided die

has pairs 1-6, 3-4, 2-5. Similarly to the first part of this question, knowing

the top side deterministically resolves the bottom side. Let X be the

random variable that denotes the result of the top side, and let Y denote

the bottom side. Then

I(X;Y ) = H(X) = log(6)
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