Problem Solving Session 5

7.2
2) An additive noise channel. Find the channel capacity of the following discrete memoryless channel:
Z
/
X d—/ Y

where Pr{Z = 0} = Pr{Z = a} = 1. The alphabet for = is X = {0,1}. Assume that Z is independent of X.
Observe that the channel capacity depends on the value of a.

2) A sum channel.

Y=X+27Z Xe{01}, Ze{0,a}

We have to distinguish various cases depending on the values of a.

a =0 In this case, Y = X, and max7(X;Y) = maxH(X) = 1. Hence the capacity is 1 bit per
fransmission.

a # 0, Ilthis case. Y has four possible values 0,1,¢ and 1 + a. Knowing Y. we know the X which was
sent, and hence H(X|Y) = 0. Hence max/(X;Y) = max H(X) = 1. achieved for an uniform
distribution on the mput X.

a =1 In this case Y has three possible output values, 0,1 and 2. and the channel is identical to the binary
erasure channel discussed in class, with a = 1/2. As derived in class, the capacity of this channel
is 1 — a = 1/2 bit per transmission.

a = —IThis is similar to the case when a = 1 and the capacity here is also 1/2 bit per transmission.

7.3

3) Channels with memory have higher capacity. Consider a binary symmetric channel with Y; = X; & Z;,
where ¢ is mod 2 addition, and X;,Y; € {0,1}.
Suppose that {Z;} has constant marginal probabilities Pr{Z; = 1} = p = 1 — Pr{Z; = 0}, but that
Z1 Ao, ..., Zy are not necessarily independent. Assume that /" is independent of the input X". Let C' =
1 — H(p,1 —p). Show that max,z, . . a.) (X1, X2, oo, X3 V1, Ve, 0 Vy) 2 nC.



3) Channels with memory have a higher capacity.
Yi=X; 0%,
where
7 _ 1 with probability p
"7 1 0 with probability 1 —p

and Z; are not independent.

I(XI,XZ,---:X'JIQY],Y%---sY:n)

H(X 1, X,..., Xp) — H(X1, Xo, ... X[V, Y2, ... Y)
H(X1.Xo....,Xn) — H(Z\.Zo, ..., Za1.Ya.....Yy)
> H(X1.Xoyo... Xp) = H(Z1,Zo, ..., Z)
> H(X1.Xo.....Xn)— > H(Z)
H(X,Xy,...,Xy) —nH(p)
n—nH(p).

if X1, Xo, ..., X, are chosen 1.1.d. ~ Bem(%}. The capacity of the channel with memory over n uses of the
channel is
nC™ = max (X1, Xs,.... X Y1, Y5,....Y,)

P(E1,22,0000T0)

I(Xlz D CHRNED, ¢4 ST LRNN Yﬂ-)p(rl,x;....,z‘,.)=BEl‘ll(%}
> n(l - H(p))

= nC.

(A%

Hence channels with memory have higher capacity. The infuitive explanation for this result is that the
correlation between the noise decreases the effective noise: one could use the information from the past
samples of the noise to combat the present noise.

7.4

4) Channel capacity. Consider the ‘d\is‘créie‘n{émmyless channel Y = X + Z (mod 11), where

1, 2, 3
Z= ( 1/3, 1/3, 1/3 )
and X € {0,1,...,10}. Assume that Z is independent of X.
a) Find the capacity.
b) What is the maximizing p*(z)?
4) Channel capacity.
Y = X + Z(mod 11)
where
1 with probabilityl/3
Z = ¢ 2 with probabilityl/3
3 with probability1/3
In this case,
HY|X)=H(Z|X)=H(Z) =log3,



independent of the distribution of X, and hence the capacity of the channel is
C = maxI(X;Y)
p(z)
= maxH(Y)- H(Y|X)
p(z)

= maxH(Y)—log3
p(z)

= log1l — log 3,

which is attained when Y has a uniform distribution., which occurs (by symmetry) when X has a uniform
distribution.

a) The capacity of the channel is log % bits/transmission.
b) The capacity is achieved by an uniform distribution on the inputs. p(X =) = ﬁ fori=0,1,...,10.



