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Today’s example: Spam filter

* Junk e-mail is called “spam”
e Useful e-mail is called "ham.”

* In The Spam Song, by the
comedian troupe Monty Python, a
restaurant claims to offer anything
you want, but in fact, serves
nothing but spam

* The internet claims to offer
anything you want, but in fact,
offers nothing but spam

https://en.wikipedia.org/wiki/File:SPAM_SONG _7%22.ipg
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Decision Theory

* Suppose we have an experiment with two random variables,
XandY.

* Xis something we can observe, like the words in an email.

* Y is something we can’t observe, but we want to know. For
example, Y=1 means the email is spam, Y=0 means it’s ham
(desirable mail).

e Can we train an Al to read the email, and determine
whether it’s spam or not?



Decision Theory

Y =the correct label
Y =the correct label as a random variable (“in general”)
* y =the label observed in a particular experiment (“in particular”)

* f(X) =the decision that we make, after observing the datum, X
* f(X) = the function applied to random variable X (“in general”)
* f(x) = the function applied to a particular value of x (“in particular”)



Deciding how to Decide: Loss and Risk

* Suppose that deciding f (x), when the correct label is Y = y, costs us
a certain amount of money (or prestige, or safety, or points, or
whatever) — call that the loss, [(f (x),y)

* In general, we would like to lose as few points as possible (negative
losses are good...)

* Define the risk, R(f), to be the expected loss incurred by using the
decision rule f(X):

R(f) = ELGFCON] = ) Y IF@,0)PE =Y =)
y X



Minimum-Risk Decisions

* If we want to the smallest average loss (the smallest risk), then our
decision rule should be

f =argmin R(f)

* In other words, for each possible x, we find the value of f(x) that
minimizes our expected loss given that x, and that is the f(x) that
our algorithm should produce.
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/ero-0One Loss

Suppose that f(x) is an estimate of the correct label, and
* We lose one pointif f(x) # y

* We lose zero points if f(x) =y
G0 ={y hl?

Then the risk is just the probability of error:

R(f) = E[l(f(X),Y)] =Pr(f(X) #Y)



Minimum Probability of Error

We can minimize the probability of error by designing f(x) so
that f(x) = 1whenY = 1is more probable, and f(x) =0
when Y = 0 is more probable.

(1 Pr=1X=x)>P¥ =0|X=x)
f(x)_{o P(Y =1|X = x) < P(Y = 0|X = x)



What other types of risk matter?

* Risk = Expected loss
* For zero-one loss, Risk=probability of error

* "Probability of error” is one type of risk you might try to minimize,
but it’s not the only one. What other types of risk might be worth
minimizing, for what types of problems?
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Example: spam detection

How can we estimate P(Y = y|X = x)?

* The prior probability of spam might be obvious. If 80% of all email on the internet

is spam, that means that
P(Y=1)=08P(Y =0)=0.2

* The probability of X given Y is also easy. Suppose we have a database full of
sample emails, some known to be spam, some known to be ham. We count how
often any word occurs in spam vs. ham emails, and estimate:

P(X = x|Y = 1) = fraction of the words in spam emails that are the word x
P(X = x|Y = 0) = fraction of the words in ham emails that are the word x

* Now we have P(X = x|Y =y)and P(Y = y). Howdowe get P(Y = y|X = x)?



By Unknown -
[2][3], Public
Domain,

V4 ) https://commons.
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ndex.php?curid=1
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Rev. Thomas Bayes

(1702-1761)

The reverend Thomas Bayes solved this problem for us in 1763. His proof is really
just the definition of conditional probability, applied twice in a row:

P(X=x,Y=y)
P(X =x)

PY =ylX =x) =

_PX=x|Y =y)P(Y =y)
B P(X = x)


https://en.wikipedia.org/wiki/Bayes%27_theorem

The four Bayesian probabilities

P(Y =y)P(X =x|Y = y)
P(X =x)

This equation shows the relationship among four probabilities. This equation has
become so world-famous, since 1763, that these four probabilities have standard
universally recognized names that you need to know:

P(Y=y|lX=x) =

P(Y = y|X = x) is the a posteriori (after-the-fact) probability, or posterior
P(Y = y) is the a priori (before-the-fact) probability, or prior

P(X = x|Y = y) is the likelihood

P(X = x) is the evidence




Bayes’ rule applied

* |f we know the prior and the likelihoods:
P(Y = y) = fraction of emails that are of type y
P(X = x|Y = y) = fraction of the words in y emails that are the word x

* ..then the posterior is:

PY=y)PX =x|Y =)
P(X =x)

e ... and the minimum-probability-of-error classifier is:

f(x) = argmax P(Y = y|X = x) = argmax P(Y = y)P(X = x|V = y)
y y

P(Y=y|X=x) =



Minimum probability of error, redux

The minimum-probability-of-error classifier is:

f(x) =argmaxP(Y = y|X = x) = argmaxP(Y = y, X = x)
y y

This is sometimes called the “Bayesian classifier.”
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Accuracy

When we train a classifier, the metric that we usually report is
“accuracy.”

# tokens correctly classified
# tokens total

Accuracy =



Error Rate

Equivalently, we could report error rate, which is just 1-accuracy:

# tokens incorrectly classified
# tokens total

Error Rate =



Bayes Error Rate

The “Bayes Error Rate” is the smallest possible error rate of any
classifier with labels y and features x:

Error Rate = E P(X =x)minP(Y # y|X = x)
y
X

It’s called the “Bayes error rate” because it’s the error rate of the
Bayesian classifier.
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The problem with accuracy

* In most real-world problems, there is one class label that is much more
frequent than all others.
* Words: most words are nouns
e Animals: most animals are insects
* Disease: most people are healthy

* |t is therefore easy to get a very high accuracy. All you need to do is write a

program that completely ignores its input, and always guesses the majority
class. The accuracy of this classifier is called the “chance accuracy.”

* |t is sometimes very hard to beat the chance accuracy. If chance=90%, and
your classifier gets 89% accuracy, is that good, or bad?



The solution: Confusion Matrix

title: Consonant Confusions in CV utterances, for V=/a/, for S/N = +12db and
Phones involved: 16, namely p t k £ T (th) s S (sh) bd gv D (dh) z Z (zh) m

Confusion Matrix =

P t k f T s S b d g v D b4 Z m n Total

th p 2287 7 1 0 0 1 0 O O O O O O 0 0 p 244
. : t 0 2368 0 0O 0 O O O O O O 0 O0 0 0 t 244
(m' Tl) element is k 26 5 2130 0 O O O O O O O O 0 O O k 244
£ 6 1 1 1943 0 0 3 O0 0 1 3 0 0 0 O £ 244
T 0 2 2 96 1462 0 2 1 0 1 8 0 0 0 0 T 260

[ ]
the number of s 0 2 ©0 1 31 2041 1 9 4 0 7 0 0 0 0 s 260
th s o0 o0 O o0 O0O 1 2430 0 0 0 0O O 0O 0 0 S 244
tokens of the m b 0 0 O 13 12 0 ©0 2072 3 19 8 0 0 0 0 b 264
d o 0 0 O O O O 0 2409 0 0 0 3 0 0 d 252
class g 0 0 0 0 0 0 0 1 41 1990 0 2 1 0 0 g 244
v 0 0 0 3 3 0 0 20 0 2 18247 2 0 0 1 v 260
D O 0 O 0 7 0 0 10 3 22 49 17019 0 0 0 D 280
. z 0 0 O O 1 ©0 0 3 8 24 2 22 1453 0 0 z 208
that were labeled, z 0 0 O O O ©O0O 1 0 2 0 0 0 13 2640 0 z 280
e m o0 O 0O O o0 0O 0 O0 O 0 0 0 0 ©0 21311 m 224
by the classifier, as n 0O 0 O 0 O O ©O0 0O 0 O 0 O 0 0 0 248 n 248

belonging to the
th Plaintext versions of the Miller & Nicely matrices, posted by
n Dinoj Surendran,

http://people.cs.uchicago.edu/~dinoj/research/nicely.html

class.



Confusion matrix for a binary classifier

Suppose that the correct label is
either O or 1. Then the confusion
matrix is just 2x2.

For example, in this box, you would
write the # tokens of class 1 that were
misclassified as class O

( orrect Label

Classified As:




False Positives & False Negatives

TP (True Positives) = tokens that were Classified As:

correctly labeled as “1”
* FN (False Negatives) = tokens that ..
should have been “1”, but were
TN FP

mislabeled as “0”

* FP (False Positives) = tokens that
should have been “0”, but were
mislabeled as “1”

FN TP

Correct Label

* TN (True Negative) = tokens that were
correctly labeled as “0”



Summaries of a Binary Confusion Matrix

The binary confusion matrix is standard in Classified As:

many fields, but different fields
summarize its content in different ways.

* In medicine, it is summarized using
Sensitivity and Specificity.

Correct Label:

* In information retrieval, it is

i

summarized using Recall and Precision.



Medicine: Specificity and Sensitivity

Specificity = True Negative Rate (TNR): Classified As:
TNR = P(f(X) = 0]Y = 0) = —
=PU@) =0 =0 =7y Fp

-
2
-]
B~/

Sensitivity = True Positive Rate (TPR):

TP
TP+ FN

Ccrrect Label:
\
q ’
=2
N
O

TPR=P(f(X) =1|Y =1) =




Information Retrieval: Recall & Precision

Precision:

P=PY=1fX)=1) =0

Recall = Sensitivity = TPR:

R=P(f(X) =1y =1) =

TP+ FN

Ccrrect Label:

EEl

Classified As:

-
2

1.,
P4

-
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“
v

TP



The Misdiagnosis Problem: Example

1% of women at age forty who participate in routine screening have
breast cancer. The test has sensitivity of 80%, and selectivity of 90.4%.

Classified As:

PfX)=0,Y=0)=P(f(X)=0]Y =0)P(Y =0)
= (0.904)(0.99) = 0.895

P(FX)=1Y=0) =P(f(X) =1y = 0)P(Y = 0) 0.895 0.095

= (0.096)(0.99) ~ 0.095

P(F(X)=0,Y =1) = P(f(X) = 0]y = DP(Y = 1)
= (0.2)(0.01) = 0.002

Correct Label:

0.002 0.008

P(f(X)=1Y=1)=P(f(X) =1y = DP(Y = 1)
= (0.8)(0.01) = 0.008



Quiz

Go toPrairieLearn, try the quiz!



Summary

* Bayes Error Rate:

Bayes Error Rate = E P(X =x)minP(Y # y|X = x)
y
X

* Confusion Matrix, Precision & Recall

TP TP

Precision = TP+ FP,Recall = TP+ FN




