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Abstract

This project describes the design and creation of a service robot that is bipedal and capa-
ble of navigating across uneven and complex surfaces. The robotic vehicle is intended to
enhance mobility in environments that traditional wheeled robots have a hard time deal-
ing with, such as stairs, slopes, and rough outdoor areas. Using feedback from real-time
sensors, modular mechanical components, and a reinforcement learning-based motion
controller, the robot guarantees consistent and efficient movement. Key attributes include
obstacle detection, dynamic balancing, and a user-friendly interface that is designed to be
integrated with human intelligence. The project focuses on safety and ethical concerns,
including the protection of privacy, the security of data, and environmentally responsible
design decisions. By providing dependable, autonomous assistance in both domestic and
professional settings, this dual-legged robot provides novel solutions to service problems
in human-oriented environments.
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1 Introduction

We are developing a well-rounded terrain-adaptive bipedal robot that is specifically en-
gineered to smoothly and efficiently navigate diverse and challenging terrains including
but not limited to uneven grounds like staircases, slopes, and outdoor areas where un-
predictable surfaces may occur.

This document outlines our project’s overall problem-solution overview, background ra-
tionale, core functionalities, along with the overall benefits, distinctive technical features,
and essential performance benchmarks which are required for successful implementation
and practical utility.

1.1 Purpose

Legged robotic systems, particularly bipedal platforms, are increasingly recognized for
their potential to overcome the limitations of wheeled and tracked robots in unstruc-
tured environments. Unlike wheeled systems that rely on flat, continuous terrain, bipedal
robots can traverse complex features such as stairs, debris, and narrow corridors. How-
ever, real-world deployment remains constrained by difficulties in achieving robust, adap-
tive, and real-time control. Advances in quadrupedal systems—such as the MIT Cheetah
3 and Mini Cheetah—have demonstrated the efficacy of convex model predictive con-
trol (MPC) in delivering dynamic and robust locomotion under challenging conditions
[1]–[3]. Parallel efforts in humanoid robotics have proposed centroidal dynamics-based
whole-body controllers, which enhance both locomotion and manipulation by improv-
ing coordination and dynamic balance [4], [5]. Yet, few of these approaches generalize
effectively to bipedal systems—particularly compact or low-cost platforms—due to high
complexity, expensive actuation, and limited learning-based adaptability.

To address this gap, our project introduces a compact terrain-adaptive bipedal robot that
integrates reinforcement learning-based control, proprioceptive feedback, and a stream-
lined mechanical architecture. Rather than relying on high-fidelity models or costly hard-
ware, our system prioritizes adaptive learning for gait generation and real-time control.
Drawing inspiration from centroidal momentum regulation in humanoid systems [4] and
unified MPC frameworks for whole-body mobility [5], we combine the predictive power
of MPC-style control with the flexibility of reinforcement learning. This hybrid approach
enables dynamic gait switching, real-time terrain response, and stable locomotion across
a range of environments. Our robot aims to lower the barrier to entry for bipedal loco-
motion research, offering a scalable and cost-effective platform for academic and applied
use cases where adaptability and autonomy are critical.

Specifically speaking, while alternative locomotion architectures were examined—namely
multi-legged (e.g., quadruped or hexapod) and wheeled bases—we found each imposes
critical trade-offs: adding legs improves static stability on irregular terrain but inflates
actuator count, coordination complexity, and continuous power draw, whereas wheels
simplify mechanics and excel on smooth surfaces yet falter on steps, loose soil, and highly
irregular terrains. Consequently, a compact biped offers the most balanced compromise
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between adaptability, efficiency, and system simplicity for the target operational environ-
ments.

1.2 Functionality

These are the functions of our project, and Figure 1 shows an overview:

• Capability to execute stable, adaptive walking patterns across diverse terrains in-
cluding stairs, uneven grounds, and outdoor surfaces.The robot must reliably and
stably traverse obstacles including steps up to 10 cm high and slopes of up to 15◦

inclination without losing balance.

• Advanced real-time obstacle detection and autonomous avoidance mechanisms.All
sensor processing and control communications must maintain a latency below 30 ms
to ensure responsive and accurate control.

• Intuitive, user-friendly interface for straightforward control, monitoring, and inter-
action.

• Highly modular and expandable design, supporting easy customization and adapt-
ability.

• Robust mechanisms for maintaining balance and quickly recovering from distur-
bances or impacts.The robot must effectively handle dynamic impacts and distur-
bances up to 10 N, maintaining stability and operational consistency.

Figure 1: Visual aid of our project.
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1.3 Subsystem Overview

Figure 2: The block diagram of our bipedal robot.

The high-level system architecture illustrated in the block diagram 2 is carefully struc-
tured to meet the project’s mobility, responsiveness, and robustness requirements. The
modular division into Mechanical, Electronics, Control Communication, and Power Sup-
ply subsystems enables efficient signal flow and isolation of critical functionalities. Real-
time proprioceptive feedback from the IMU and encoders is transmitted at high frequency
(1 kHz) through low-latency SPI and I2C/UART connections to the Master Board, ensur-
ing that control signal latency remains well below 30 ms. The driver boards operating at
10 kHz enable high-bandwidth torque control for all T-motor joints, which, coupled with
timing belt and bearing-supported actuation, allows the robot to handle uneven terrain,
15° slopes, and steps up to 10 cm without balance loss. Furthermore, the teacher-student
neural network and ROS-based control structure allow adaptive locomotion, while the
mechanical components are reinforced for shock absorption, meeting the system’s 10 N
impact resilience goal.

1.3.1 Description of all Subsystems

The Biped Robot System consists of four modular interconnected subsystems: Mechan-
ical Subsystem, Electronics Subsystem, Control and Communication Subsystem. Each
subsystem plays a critical role in enabling the robot to achieve dynamic, terrain-adaptive
locomotion using reinforcement learning-based motion control.
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The mechanical components are lightweight and modular, executing movement through
joint actuators and transmission mechanisms, while the electronics subsystem controls
actuation and processes real-time sensor feedback. On the other hand, the control &
communication subsystem integrates real-time feedback and adaptive decision-making,
implementing high-level locomotion algorithms and communication between subsys-
tems.

Notably, our bipedal robot system relies on seamless interaction between its four sub-
systems to ensure stable and adaptive locomotion. The Mechanical Subsystem receives
position, speed signals and torque commands via currents from the Electronics Subsys-
tem, while Encoders provide real-time joint feedback to enable precise motion control.
The Electronics Subsystem, centered around the Master Board, processes sensor inputs
and encoder feedback, as well as executing motor control commands based on high-level
decisions from the Control & Communication Subsystem, which runs neural network-
based motion algorithms and ROS communication module. This tight integration allows
the robot to execute smooth gait control, dynamically adapt to terrain variations, and
maintain energy efficiency.
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2 Design

2.1 Subsystem Diagrams and Schematics

2.1.1 Mechanical subsystem Design

Figure 3: The CAD drawings and corresponding mechanical dimensions for our bipedal
robot.

Figure 4: The Fusion CAD model and cross-sectional view of our bipedal robot.
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The physical diagrams of our terrain-adaptive bipedal robot highlight the modular me-
chanical structure, key dimensions, and placement of critical actuators and sensors, as
shown in Figures 3 and 4.The full-body CAD drawing presents the robot’s overall height
of 457.17 mm and width of 277.8 mm, with clearly marked joint axis orientations and
angular constraints. The lower diagram showcases the internal mechanical layout of the
hip and leg modules, each incorporating T-Motor actuators, timing belts, and bearing-
supported shafts for reliable torque transmission. Encoders are mounted at each joint to
provide real-time proprioceptive feedback for closed-loop control. The robot features a
symmetrical leg configuration with replaceable modular components, supported by a 3D-
printed structural shell. These physical design choices ensure structural integrity, ease of
maintenance, and precise actuation, satisfying the requirements for adaptability and sta-
bility on complex terrain.

2.1.2 Circuit Diagram

The circuit diagram 5 6 7 8shows the design for both our Electronics subsystem and Con-
trolCommunication subsystem. These two subsystems have overlapping parts, but as
mentioned before, each plays a different and important role.

Figure 5: Circuit diagram of our master board.
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Figure 6: Circuit diagram V1 of our driver board.

Figure 7: Circuit diagram V2 of our driver board.
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Figure 8: Circuit diagram V3 of our driver board.

2.2 Subsystem Diagram Descriptions

2.2.1 Mechanical Subsystem

The mechanical subsystem forms the structural and actuation foundation of the robot.
It includes the body module, hip, upper leg (U-leg), and lower leg (L-leg) modules.
The body is a lightweight 3D-printed shell designed to house all electronics and ensure
structural support, with dimensions of 277.8 mm (width) × 457.17 mm (height) (Figure
2, Figure 3). Each hip and leg module uses high-torque T-Motor actuators to produce
motion through a belt-driven transmission system. The actuation is supported by low-
friction bearings and precision-machined shafts to ensure smooth mechanical response.
Encoders mounted at each joint provide real-time feedback on position and velocity, en-
abling closed-loop control required for maintaining balance and stability.

The leg architecture is symmetrical and modular, supporting dynamic gait planning and
robust adaptation to variable terrains. Modules are mounted using standardized mechan-
ical interfaces, enabling quick replacement and repair. All mechanical joints are designed
to sustain external disturbances up to 10 N, with angular travel constraints marked in
the design drawings (Figure 2) to prevent over-rotation and damage. The subsystem’s
precise geometry and material choices directly contribute to the robot’s ability to meet
mobility (10 cm steps, 15° slopes), resilience (10 N disturbance), and real-time stability
performance goals.
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Figure 9 shows the simulation of our bipedal robot in MuJoCo,a high-performance physics
engine for simulating articulated multi-body systems with contact dynamics, based on a
URDF model generated from CAD data with accurate mass center and inertia properties.
All the related URDF data is shown in Table 1.

Figure 9: Simulation of our biped robot in MuJoCo

Link Mass (kg) Origin (xyz) Ixx Ixy Ixz Iyy Iyz Izz

BASE LINK 0.61437 0 0 0 0.00579 0.00000 0.00000 0.01938 0.00000 0.02476

FL SHOULDER 0.14004 0.01708256 -0.00446892 -0.01095830 0.00007 0.00000 0.00002 0.00014 -0.00001 0.00009

FL UPPER LEG 0.14854 0.00001377 0.01935853 -0.11870700 0.00041 0.00000 0.00000 0.00041 -0.00005 0.00003

FL LOWER LEG 0.03117 0.0 0.00836718 -0.11591877 0.00011 0.00000 0.00000 0.00012 -0.00000 0.00000

FL FOOT 0.00010 0 0 0.00035767 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000

FR SHOULDER 0.14004 0.01708233 0.00447099 -0.01095846 0.00007 -0.00000 0.00002 0.00014 0.00001 0.00009

FR UPPER LEG 0.14854 -0.00001377 -0.01935853 -0.11870700 0.00041 0.00000 -0.00000 0.00041 0.00005 0.00003

FR LOWER LEG 0.03117 0.0 -0.00836718 -0.11591877 0.00011 0.00000 0.00000 0.00012 0.00000 0.00000

FR FOOT 0.00010 0 0 0.00035767 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000

Table 1: Complete Link Inertial Properties from URDF

Body Module: Provides structural support for all modules.
Components: 3D-printed shell with high-toughness resin, which offers superior mechan-
ical strength. This material is particularly well-suited for our robot structure, which in-
cludes screw-locking mechanisms and requires high surface strength for structural stabil-
ity. .
Interfaces: Holds Master Board, IMU, and power; links to motor joints.

Leg and Hip Modules: Drive robot motion via torque-controlled motors.
Components:

• T-Motors (U-leg/L-leg): stable torque output
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• Encoders: real-time torque feedback

• Timing Belts and Bearings: reduce friction

Interfaces: T-motors receive position, speed, torque commands; encoders send torque
feedback as current.

Mechanical Stress and Torque Analysis

To validate the mechanical feasibility of our leg design, we conducted simplified analyti-
cal calculations focusing on joint torque requirements and impact response.

Maximum Joint Torque Estimation. Assuming the robot is required to step onto a 10 cm
high platform with one leg fully extended while bearing the full body weight (approxi-
mately 1.43 kg), the hip joint will experience a worst-case static torque:

τmax = m · g · l = 1.43 kg · 9.81 m/s2 · 0.1 m = 1.40 Nm

Our T-Motors are rated with peak torque ≥ 6 Nm and continuous torque > 3.5 Nm, sat-
isfying this requirement with a large safety margin under worst-case conditions. Addi-
tional safety is provided via gear reduction and low-friction bearings.

Impact Tolerance under 10 N Lateral Disturbance. To assess the response to side im-
pacts, we model the leg structure as a cantilever beam subjected to a 10 N lateral force
at the foot. With an effective leg length of 0.4 m and cross-sectional stiffness modulus
E = 2.1× 109 Pa (for reinforced resin), the maximum tip deflection is estimated as:

δ =
F · L3

3EI
≈ 0.85 mm

This deflection is well within tolerances for gait stability (≤ 5 mm), confirming that our
frame can absorb shock while maintaining structural integrity. The assumption is further
supported by simulation results from MuJoCo showing negligible tilt or deformation dur-
ing side-force tests.

11



Figure 10: Flow chart for mechanical subsystem

2.2.2 Electronics Subsystem

The electronics subsystem serves as the core of data processing, motor control, and inter-
module communication within the robot. It includes the Master Board (ESP32), three
custom driver boards (one corresponds to two T-motors), and an IMU module, which is
loaded onto our robot.

The Master Board is based on an ESP32 microcontroller, which receives sensory input,
processes high-level control commands, and sends out motor actuation signals. It com-
municates with the PC through Ethernet using TCPROS for real-time visualization and
control integration. It also receives motion commands from the TSNN (Teacher-Student
Neural Network) module via Ethernet, and relays those commands to the driver boards
through high-speed SPI. Meanwhile, real-time joint feedback from the driver boards is
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sent back to the ESP32 over the same SPI bus, completing the closed-loop control path.

Each driver board receives low-level motor control commands (position, speed, torque)
from the Master Board and regulates the T-Motor outputs accordingly. These boards are
also responsible for processing encoder feedback signals, measuring motor current, and
providing short-circuit protection. The current feedback loop enables precise motor con-
trol essential for terrain-adaptive gait stabilization.

The IMU provides real-time orientation and acceleration data, which is critical for balance
control and high-level decision making. It connects to the PC via UART with the baud
rate of 460800 bps. The IMU serves as the primary proprioceptive sensor that enables fast
reactive control in dynamic and unstable terrain environments.

Together, the master board, driver boards, and IMU form a tightly coupled electronics
subsystem that supports real-time, high-frequency sensing and control. This architec-
ture enables low-latency (< 30 ms) feedback loops, precise joint-level control, and seam-
less integration with the reinforcement learning-based control framework running on the
PC.

The circuit schematic for master board is shown in Figure 5, while the circuit schemat-
ics for driver boards are shown in Figure 6, 7, 8, which are combined as a complete
version.

Master Board (ESP32): Processes sensor feedback and drives motors.
Interfaces:

• IMU→ PC (UART/USB converter)

• TSNN signals→ ESP32 (Ethernet)

• Feedback SPI← Driver boards (F.B.)

Driver Boards: Control motor output.
Interfaces: SPI to ESP32; T-Motor control and encoder feedback via current.

IMU (YIS320): Provides high-frequency orientation and motion state estimation.
Interfaces: Connected to PC via UART-to-USB; publishes data to ROS topic via official
driver.

Communication Verification and Data Rate Analysis

To verify system communication integrity and latency, we utilize the official Master Board
SDK, which includes a PD control loop example to test the full communication stack: the
PC sends motion commands via Ethernet to the Master Board (ESP32), which in turn con-
trols the driver boards via SPI to actuate the motors. This test confirms correct Ethernet
and SPI interfacing and ensures the closed-loop response of the hardware chain.

For the IMU module (YIS320), we use a UART-to-USB adapter to connect it directly to the
PC. Sensor data is streamed using the official Yesense ROS driver package. The driver
is launched via ./run.sh, and users can monitor the output using rostopic echo
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/yesense/sensor_data. The IMU publishes 3-axis acceleration, angular velocity, Eu-
ler angles, quaternions, and attitude estimates at 1 kHz. Additional visual verification
can be done using the Yesense Manager software.

Given the SPI communication rate of 10 kHz between the Master Board and Driver Boards,
and the 1 kHz IMU update frequency, the complete sensor-actuator loop operates well
within the target control loop latency of (< 30 ms), satisfying the high-level require-
ment.figure 11 shows the entire process.

Figure 11: Flow chart for electronics subsystem.
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2.2.3 Control and Communication Subsystem

The control and communication subsystem is responsible for generating adaptive loco-
motion actions and maintaining real-time coordination across all robot components. At
its core, the PC functions as the ROS Master, running all control software and acting as
the central node for publishing and subscribing to motion commands. Communication
between the PC and the Master Board occurs through Ethernet using TCPROS, with con-
trol signals issued at a frequency of 100 Hz to maintain low-latency updates throughout
the system.Figrue 13 shows the system flow chart.

Locomotion policies are generated using a neural network controller trained in simula-
tion. This controller was developed through reinforcement learning in Isaac Gym, where
a customized URDF model of the robot was imported, including modified meshes and
physical parameters. Training followed a curriculum learning approach, where terrain
difficulty gradually increased across 20,000 epochs with 5000 bipedal agents, optimizing
a reward function shaped for stability and terrain adaptability. The final policy was ex-
ported and deployed in the MuJoCo simulation environment by converting the trained
URDF model into an XML format, augmenting it with actuator definitions, terrain inputs,
and IMU site annotations to ensure compatibility.

To maintain consistency between the training and deployment environments, actuator
gains, torque limits, and terrain maps were carefully matched to those used during train-
ing. The terrain was represented as an 11×11 point grid, and key parameters were ex-
tracted from the Isaac Gym config files. ROS-based execution scripts running the trained
policy communicate with the physical or simulated system by taking in IMU and en-
coder data as input observations and outputting joint torques or high-level motion tar-
gets. Diagnostic data such as policy observations, terrain state, and gain parameters can
be logged or printed for verification, and latency across the entire control loop has been
confirmed to remain under 30 ms, meeting real-time operational requirements.

The simulation situation in Isaac Gym and MuJoCo is shown in Figure 12 and Figure
9.

Figure 12: Simulation of our bipedal robot in Isaac Gym.
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PC (ROS Master): Runs locomotion learning algorithms.
Interfaces: Ethernet TCPROS to Master Board.

TSNN Controller: Executes real-time adaptive motion control.
Interfaces: Uses IMU + encoder input; sends action commands to PC.

Control Frequency and Policy Latency Analysis

The control system sends commands from the PC to the Master Board at 100 Hz, with a
control update every 20 ms. The Master Board actuates motors via SPI at 10 kHz, and the
IMU updates at 1 kHz. Overall, the latency from state observation to action execution is
empirically under 30 ms.

In Isaac Gym, the policy was trained over 20,000 epochs using 5000 parallel robot in-
stances. Each update took about 0.25 seconds with GPU acceleration, allowing conver-
gence within 8 hours.

Measurement and Verification Method

We verify the policy by loading the trained .pt model into the MuJoCo deployment
script, where the XML-converted URDF matches the training setup. During runtime, we
print terrain values, joint positions, and control outputs to check correctness. Latency is
measured from observation input to motor command using Python timers or ROS times-
tamps. Pose and terrain mismatches are fixed through visual debugging and parameter
tuning, ensuring stable deployment.

Figure 13: Flow chart for Control and Communication Subsystem.
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3 Cost Analysis

3.1 Bill of Materials (BOM)

Table 2: BOM: Mechanical Components

Part # Mft Desc Price (RMB) Qty Total (RMB)

AK60-6 T-MOTOR High torque
actuator

799 per 2 6 2397

AS5047P
+ wheel

Ruiboyi +
Shengxin

Magnetic
encoder +
aluminum

wheel

70 6 420

YIS320 Yesense 9-axis IMU 680 1 680

Custom
Shell

Meiyicheng SLA 3D-printed
body (resin)

300 1 300

ET2520 2Z
VA

BNTB Hip AA bearing
(25×20×4 mm)

20 6 120

Custom
Belt

Dingsheng Timing belt for
joints

25 6 150

Subtotal 4067

Table 3: BOM: Electronics Components

Part # Mft Desc Price (RMB) Qty Total (RMB)

Driver
Board

IEO Tech BLDC motor
controller

1170 5 5850

Master
Board

IEO Tech Motor and
sensor

communication
hub

580 1 580

Battery
Pack

Huiwei
Dianyuan

24V Li-ion
(borrowed)

653.8 1 653.8

Misc.
Electron-

ics

Zhuohua Connectors,
wires,

converters

100 1 100

Subtotal 7183.8
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Table 4: BOM: Fasteners and Inserts

Part # / Name Mft Desc Price (RMB) Qty Total (RMB)

M3×8 Screws (Body) Xiangyun Socket Head, steel 0.10 18 1.80

M3×8 Screws (Hip AA) Xiangyun Socket Head, steel 0.10 6 0.60

M2.5×25 Screws Xiangyun Socket Head, steel 0.10 4 0.40

M2×5 Screws Xiangyun Socket Head, steel 0.10 2 0.20

M2×20 Screws Xiangyun Socket Head, steel 0.10 2 0.20

M2.5×16 Plastic Screws Xiangyun Slotted screw for
IMU/Encoder

0.15 15 2.25

M3×4.5 mm Helicoil Xiangyun Thread insert 0.20 24 4.80

M2.5×3.75 mm Helicoil Xiangyun Thread insert 0.20 4 0.80

Subtotal 11.05

3.2 Labor Costs

Table 5: Estimated Average Labor Cost for Each Team Members

Name Hourly Rate (RMB) Hours Sub-total (RMB)

Member 1 30 240 7200

Member 2 30 240 7200

Member 3 30 240 7200

Member 4 30 240 7200

Total Labor Cost 960 28,800

3.3 Grand Total

Grand Total Cost = Material Costs + Labor Costs

For this project, we add the total material cost (Total Material Cost = 4658.05 RMB) to the
labor costs (28, 800 RMB):

Grand Total Cost = 11, 261.85 (material) + 28, 800 (labor) = 40, 061.85 RMB

Note: The battery pack is a free lab resource, so no cost is included for this part.
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4 Project Schedule

The comprehensive weekly schedule below provides a detailed breakdown of individual
responsibilities and key tasks leading up to our project’s final demonstration after April
12.

Table 6: Weekly Responsibilities Schedule for Project Members

Week of Yuan Zhou Zihao Ye Gaokai Zhang Binhao Wang

4/12 Integrate IMU,
Master Board &
PC

Integrate IMU,
Master Board &
PC

Adjust joint actu-
ator range

Setup hardware
for joint adjust-
ments

4/19 Deploy models,
initial field test-
ing

Teacher-Student
model training

Develop basic
auto-following

Verify hardware
communication

4/26 Debugging,
performance
optimization

Model refine-
ment and debug-
ging

Code integration
for vision

Code integration

5/3 Comprehensive
testing and sys-
tem debugging

Complete train-
ing and optimize
models

Refine face track-
ing and recogni-
tion algorithms

check the fun-
cion of the
communication

5/10 Final system
tuning and opti-
mization

Final model
adjustments and
optimization

Final integration
of the camera

Test the function
of the vision and
recognition

5/20 Final simulation
deployment

Final test for sim
to real

Complete poster
production

Complete the
production of
the presentation
video
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5 Requirements and Verification

5.1 Completeness of Requirements

5.1.1 Tolerance Analysis

To achieve stable terrain-adaptive locomotion, each subsystem must meet specific error
tolerances. This section evaluates the Mechanical, Electronics, and Control & Communi-
cation subsystems using quantitative analysis and modeling. The Control & Communi-
cation subsystem, with the strictest requirements, is examined in more detail.

1. Mechanical Subsystem
The mechanical subsystem must provide structural stability and precise transmission.
Errors in mechanical alignment or deflection can propagate to trajectory deviation and
instability.

Tolerances:

• Joint misalignment tolerance: ±1.5◦

• Foot-end deformation tolerance: ±1.5 cm

Beam Deflection Analysis:
We approximate each leg segment (e.g., U-leg or L-leg) as a cantilever beam under torque.
The maximum angular deflection of a hollow beam under torsion is:

θ =
TL

GJ

Where: - T = 1Nm (applied torque at the joint) - L = 0.2m (length of a single leg segment)
- G = 2.5 × 109 Pa (shear modulus for high-toughness resin) - J = 5 × 10−9m4 (torsional
constant)

Then:

θ =
1 · 0.2

2.5× 109 · 5× 10−9
= 0.016 rad ≈ 0.92◦

This result shows that even under 1Nm of torque, the angular deflection per joint re-
mains within ±1.5◦ tolerance, ensuring mechanical stability of the structure during loco-
motion.

2. Electronics Subsystem
Electronics must maintain reliable data acquisition and command transmission within
tight time and resolution limits.

Tolerances:

• Encoder resolution error: ≤ 1 count = ±0.088◦
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• IMU sampling jitter: ≤ 2%

• Signal delay: ≤ 30ms

Angular Error Due to Encoder Resolution:
With 4096 counts per revolution (T-Motor default), angular resolution is:

∆θ =
360◦

4096
≈ 0.088◦

For a leg length of L = 0.4m, this translates to foot-end error:

∆x = L · sin(∆θ) ≈ 0.4 · sin(0.088◦) ≈ 0.4 · 0.00154 ≈ 0.62mm

This is negligible relative to the ±5 cm locomotion margin.

IMU Jitter Impact on Orientation:
Assuming nominal roll/pitch of 15◦, a 2% noise gives:

∆ϕ = 0.02 · 15◦ = 0.3◦

Which is well below the ±3◦ requirement.

3. Control & Communication Subsystem
This subsystem governs gait generation via a reinforcement learning policy. Its precision
determines overall trajectory and balance.

Tolerances: The control system must maintain a CoM trajectory deviation within ±5 cm,
orientation stability within ±3◦, and torque variance under ±10%.

Pendulum Model Analysis:
Torque deviation of ∆τ = 0.5Nm causes angular acceleration:

α =
∆τ

I
, I =

1

3
mL2 = 0.1067 kg ·m2, α ≈ 4.69 rad/s2

Angular deviation in 100 ms:

∆θ =
1

2
αt2 = 0.0235 rad ≈ 1.35◦

And CoM shift:

∆x = L · sin(∆θ) ≈ 0.4 · 0.0235 = 0.94 cm

Both within specified bounds. MuJoCo simulation confirms real-time policy execution
maintains stable motion under these uncertainties.
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5.2 Verification Procedures and Quantitative Results

5.2.1 Mechanical Subsystem

Table 7: Requirements and Verification Table: Mechanical Subsystem

Requirement Verification Method Pass Criteria

The hip joint must
provide at least
2 Nm of torque
under full body
weight loading.

Mount the leg on a test rig;
apply simulated body weight
(1.43 kg) at 10 cm offset; mea-
sure static torque output with
a torque sensor.

Measured torque ≥ 2 Nm

Each motor must
output continuous
torque ≥ 3.5 Nm
and peak torque ≥
6 Nm.

Drive the T-Motors through a
test cycle using the lab power
supply and controller; record
torque using inline torque
sensor.

Torque output sustained above
3.5 Nm continuous and peaks at
≥ 6 Nm

The leg structure
must withstand a
10 N lateral impact
with tip deflection
≤ 5 mm.

Apply 10 N lateral force at
the foot tip using a force
gauge; measure tip displace-
ment with a dial indicator or
motion capture.

Deflection ≤ 5 mm

The mechanical
frame must exhibit
no permanent de-
formation under
10 N side load.

Apply and release 10 N side
force repeatedly; inspect
structure visually and with
calipers.

No visible deformation or resid-
ual strain

Encoder feedback
must resolve joint
angle within 0.1◦.

Rotate joint in 0.1◦ steps using
calibrated input signal; com-
pare encoder readout.

Encoder output matches com-
mand steps with ≤ 0.1◦ error

Leg module must
be removable
and reassembled
within 10 minutes
using standard
tools.

Time the disassembly and
reassembly process under
supervision using provided
tools.

Complete process within 10
minutes without damage
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5.2.2 Electronics Subsystem

Table 8: Requirements and Verification Table: Electronics Subsystem

Requirement Verification Method Pass Criteria

Master Board must
successfully receive
and transmit Ether-
net packets from PC
at ≥ 100 Hz.

Use Master Board SDK
PD control example;
monitor round-trip com-
mand/response using logic
analyzer or debug serial.

Latency per command-
response < 0.2 ms, no packet
loss over 30 s

Master Board must
send control com-
mands to Driver
Boards over SPI at ≥
20 kHz.

Scope SPI lines using logic
analyzer; measure command
frequency and timing jitter.

Verified SPI frequency ≥
10 kHz with jitter < 0.5 ms

Driver Boards must
actuate motors based
on received torque
commands.

Observe motor response to
command inputs via PD ex-
ample; confirm motor rota-
tion and smooth ramp-up.

Motors follow command
with no oscillation or delay

IMU must pro-
vide acceleration,
orientation (Eu-
ler/Quaternion), and
angular velocity at
1 kHz.

Launch Yesense ROS driver
via ./run.sh; monitor
data with rostopic echo
/yesense/sensor_data.

Data is continuously pub-
lished at 1 kHz with valid val-
ues

ROS node must pub-
lish all required IMU
fields (acceleration,
Euler angles, etc.) to
a ROS topic.

Use rostopic echo
/yesense/sensor_data
and check output over 10
seconds.

Each expected field is present
and updating in real time

System control loop
latency must remain
below 10 ms from PC
to motor output.

Use timestamped Ethernet +
SPI logging from SDK; calcu-
late total delay across stack.

Total latency ≤ 30 ms
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5.2.3 Control & Communication Subsystem

Table 9: Requirements and Verification Table: Control & Communication Subsystem

Requirement Verification Method Pass Criteria

PC must send high-
level commands to
Master Board at ≥
100 Hz

Use ROS timestamp logging
to record command publication
rate

Average publish rate ≥
100 Hz with jitter < 2 ms

Reinforcement learn-
ing policy must ex-
ecute with total la-
tency < 10 ms from
observation to action

Use Python timer to record in-
ference time for each step

Average loop duration <
10 ms for 1000 consecutive
steps

Policy must output
valid torques in Mu-
JoCo simulation

Print action vector after policy
step; check for NaNs and unrea-
sonable values

All values in torque vec-
tor are finite and within ex-
pected range (±5 Nm)

Trained policy must
remain stable when
deployed on terrain
identical to training

Run policy in MuJoCo over de-
fault terrain grid; observe robot
for 30 seconds

Robot does not fall or enter
failure state within 30 sec-
onds

Terrain input must
match training set-
ting (11×11 grid)

Print terrain input inside pol-
icy function; compare with Isaac
Gym config

Printed grid matches
11×11 points defined in
training config

Trained policy must
correctly load from
file and run end-to-
end in MuJoCo

Load policy via script; print con-
firmation; visualize in MuJoCo

Policy runs without error,
and robot begins moving
in simulation
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6 Conclusion

6.1 Accomplishments

In this work, we demonstrated that, when the robot is suspended, its six motors reli-
ably follow predefined trajectories under our commands. Real-time communication over
Ethernet achieved a round-trip latency of just 0.2 ms for 127-byte messages, meeting our
timing requirements.

After training a neural network policy in simulation, we deployed it on the physical (sus-
pended) platform, enabling adaptive motion through learned control. Mechanical ro-
bustness was validated by torque and impact tests—withstanding 10 N of lateral force
without damage—and the modular design allowed leg assembly in under ten minutes.
We also developed and tested a vision module for real-time human detection, laying the
groundwork for future autonomous tracking.

Although full independent walking has not yet been achieved, we reached several im-
portant milestones and established a solid foundation for further enhancements.

6.2 Uncertainties

Although the final system achieved locomotion under controlled conditions, several un-
certainties were observed that impacted the performance of the deployed policy, particu-
larly when transferring from simulation to the physical robot.

1. Weight Increase and Center of Mass Shift
The robot was initially designed to weigh 1.43 kg, but the final version weighed
about1.53 kg due to extra structural reinforcement and wiring. This caused the
center of mass to shift upward, which affected balance and led to a larger sim-to-real
gap. As a result, the trained policy could not control the robot stably during walking.

2. Control Delay in Torque Transmission
In simulation, torque is applied instantly. In reality, it passes from the PC→Master
Board→ Driver Board→ Motor through multiple steps. This causes a delay of up
to 10 ms, as described in Section 2.2.2. The delay weakens the real-time response
and reduces control accuracy, especially during fast gait changes.

3. IMU Drift
Over time, the IMU showed some bias drift, especially in pitch and roll angles. The
error could grow to around 2–3 degrees, which affected balance when walking on
slopes or uneven ground.

4. Motor Nonlinearity at Low Torque
During fine movement, the motors did not respond smoothly due to nonlinear behav-
ior at low input current. The trained policy did not consider this, which sometimes
led to small jerky movements or delays.
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These issues explain why the policy worked well in simulation but performed worse on
the real robot.

6.3 Future works

Our next step will be to integrate the independently developed visual recognition module
onto the robot platform. This will involve mounting a camera directly onto the robot,
establishing stable communication between the vision module and the robot’s control
system, and ensuring seamless integration with existing motion control algorithms.

Additionally, we plan to incorporate a distance measurement feature into the visual recog-
nition module. This enhancement will enable the robot to determine the precise distance
to a detected individual, significantly improving tracking accuracy and interaction capa-
bilities. By accurately assessing distance, robot will be able to autonomously follow indi-
viduals more reliably, offering enhanced functionality in practical service scenarios.

These improvements will further enhance our robot’s ability to interact effectively within
dynamic environments and provide more comprehensive and adaptive services to users.

6.4 Ethical Considerations

6.4.1 Privacy and Data Security

Our terrain-adaptive bipedal service robot uses multiple sensors, including cameras and
IMUs, for effective navigation. Following the IEEE and ACM Codes of Ethics [6], [7],
we prioritize privacy and data security through strict access controls, encryption, and
on-device processing. All data will be used solely for operational purposes, with no per-
sonally identifiable information stored or transmitted beyond what is necessary.

6.4.2 Professional Ethics Compliance

Our team will observe IEEE and ACM ethical frameworks, ensuring that our project pri-
oritizes safety, fairness, and accountability [6], [7]. Additionally, as mandated by ECE
445 Ethical Guidelines, we will go beyond compliance with professional ethics codes and
reflect deeply on the broader societal impacts of our project [8]. We will actively avoid
conflicts of interest, ensure fair credit allocation for contributions, and strictly adhere to
anti-discrimination policies, ensuring equity and inclusion in our team’s decision-making
process.
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