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Abstract

The Smart Fitness Coach is an AIoT-based real-time exercise tracking system de-
signed to provide accurate, low-cost, and accessible fitness guidance without the need
for wearable devices or human supervision. Leveraging a compact PCB camera mod-
ule and a server-side pose estimation pipeline powered by MediaPipe, the system an-
alyzes user posture and delivers dynamic feedback via a cross-platform mobile fron-
tend developed with UniApp.

The project addresses key shortcomings of existing solutions—namely, the dis-
comfort of wearable sensors and the passivity of pre-recorded videos—by enabling
skeleton-based tracking of body movements such as squats and push-ups. Core com-
ponents include a Wi-Fi-enabled image acquisition module, a Flask-based backend
with REST and WebSocket interfaces, and a SQLite-integrated session tracker. The
entire pipeline operates with latency under 200ms in most conditions.

Extensive validation was conducted across various lighting, distance, and motion
scenarios to ensure robustness. Results show consistent recognition accuracy and
real-time responsiveness. The final implementation meets design goals in portability,
affordability, and performance. Broader impacts include potential integration with
fitness equipment in gym environments and the promotion of safe, interactive home
exercise practices.
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1 Introduction

Smart Fitness Coach is an AIoT platform that offers instant camera-based exercise track-
ing and feedback to home fitness workout users. The concept of this project is founded
on growing demands for accessible and engaging fitness gadgets that can support users
comfortably without the need for wearables or trainers. While existing products are ei-
ther founded upon intrusive attachment sensors or passive video instructions, the sug-
gested design addresses the gap in that it offers a camera-based, light feedback mecha-
nism with the potential to detect and evaluate large movements such as squats, push-ups,
and lunges.

As illustrated in Figure 1, the system captures photos via a Wi-Fi-enabled PCB camera
module and then transfers them to a Flask-built cloud-based backend fueled by Media-
Pose for skeleton pose estimation. Posture evaluation is performed server-side, and per-
sonalized feedback is returned to the user through a UniApp-built[1] responsive mobile
frontend. The backend also makes use of a SQLite database for session logging and track-
ing user progress over time. This hybrid architecture offers high accuracy and adapt-
ability with low cost and portability. Compared to wearable systems, our approach does
away with issues of discomfort and incomplete anatomical coverage. Unlike static tuto-
rial videos, Smart Fitness Coach offers real-time and dynamic feedback enabling users to
adjust their form and reduce the risk of injury. With RESTful APIs and WebSocket chan-
nels, real-time data exchange between front-end interface and back-end inference engine
offers sub-200ms latency in most situations.

Systematic testing under conditions of lighting, motion, and camera location demon-
strates the robustness and reliability of the system. The final implementation yields con-
sistent performance and achieves the original design requirements of affordability, sim-
plified deployment, and user-centric interaction. This document records the motivation,
engineering effort, and verification plan that brought Smart Fitness Coach to comple-
tion.

Figure 1: The Smart Fitness Coach
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2 Deisgn

2.1 Design procedure

2.1.1 Hardware

The system architecture integrates �ve key subsystems—power supply, control unit, cam-
era, PCB, and angle regulator—through a structured design methodology balancing per-
formance, cost, and reliability. The power supply employs a USB-Mini input with a
low-dropout linear regulator (LDO) to eliminate switching noise, prioritizing stable 5V
output over the higher ef�ciency of buck converters, which was deemed unnecessary
for low-current IoT applications. The control unit centers on the AI-M61-32S microcon-
troller, selected for its integrated Wi-Fi and camera interface, avoiding the complexity of
other module designs. The angle regulator utilizes two SG90 servo motors (0–180° range)
controlled via PWM pulses generated by the MCU, ensuring precise angular positioning
without the complexity of stepper motor drivers.

2.1.2 Software

The software development process followed a progressive shift from embedded local in-
ference to a cloud-assisted, modular architecture. Initially, we aimed for on-device infer-
ence using YOLO-based[2] models, but later moved to a hybrid deployment model, bal-
ancing low-power front-end data acquisition and robust server-side computation.

At the early development stage, we veri�ed the feasibility of YOLO-based posture recog-
nition using PC simulations. Although the model produced accurate results, we ob-
served signi�cant latency and FPS degradation when attempting embedded inference.
This prompted us to test alternative solutions.

Next, we introduced MediaPipe as a potential inference engine. We tested MediaPipe
Pose locally on the server and found its lightweight nature and excellent keypoint res-
olution (33 landmarks) well-suited for our �tness action recognition tasks (see Table 1).
MediaPipe's Python API made it easier to perform keypoint extraction and extend func-
tionality with custom angle-based rule logic.

Table 1: Comparison of YOLOv7, YOLO11, and MediaPipe

Attribute YOLOv7 YOLO11 MediaPipe

Release Year 2022 2025 2020

Keypoints Supported 17 17 33

Model Size 70 MB 45 MB 7.5 MB

Primary Use-case Object detection Pose estimation Pose tracking

Platform Support GPU, edge NPU, GPU, edge CPU, Web, Native
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Once the backend model was stabilized, the front-end acquisition module was switched
to our PCB camera module. This low-cost, Wi-Fi-enabled microcontroller was programmed
to periodically capture images and transmit them via HTTP POST to the backend server.

Server development then focused on building a RESTful API using Flask, with endpoints
to accept uploaded frames, return keypoints and action status, and support future logging
extensions. ThePOST /upload endpoint became the primary communication channel,
handling image decoding, preprocessing, and inference.

Figure 2: App Index

Finally, we implemented the front-end application using UniApp, a Vue3-based cross-
platform framework. This decision allowed us to target Android, iOS, and H5 with a
single codebase. The frontend displayed feedback such as posture correctness, repetition
count (see Figure 2), and historical records (see Figure 3 and Figure 4) by polling the
backend or processing real-time responses.

This procedure was iterative and collaborative, involving multiple cycles of testing, inte-
gration, and debugging across all software modules.

2.1.3 Physical Design

Initially, we designed with the goal of multi-functional integration, hoping to create the
best product. The initial design adopts a composite structure of waterproof ABS plastic
and anti-slip silicone coating. The surface of the shell is covered with an IP52 protection
level, making it suitable for high-humidity environments such as gyms. The back is de-
signed with a foldable stand that supports angle adjustment from 0° to 45°. It integrates
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Figure 3: App Dashboard I Figure 4: App Dashboard II

a 5-inch IPS touch screen and physical buttons inside, allowing users to operate the de-
vice directly. The camera module adopts a 1080P wide-angle lens and is equipped with
a sliding lens hood to reduce the interference of ambient light. However, this complex
design exposed the problems of high cost and high manufacturing complexity in actual
tests. This version of the design is dif�cult to implement.

Based on the veri�cation results, we decided to simplify the design. The waterproof de-
sign was removed, and the shell material was ordinary ABS plastic. The foldable bracket
is changed to a �xed mortise and tenon structure, and the stable connection of the pan-tilt
base is achieved through the geometric self-locking feature, avoiding the risk of loosen-
ing during movement. Touch screens and physical buttons have been eliminated, and
user operations completely depend on mobile phone apps. This move not only reduces
hardware costs but also decreases circuit complexity and failure points. The camera mod-
ule is simpli�ed to a basic con�guration, with the lens hood design removed. Through
simpli�cation, we successfully achieved the basic functions required by the project while
saving a signi�cant amount of costs.

2.2 Design details

2.2.1 Subsystem of Hardware Setup

Below are the Hardwares required for our project. Figure 5 shows the block diagram for
the project.
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Figure 5: System block diagram of PCB
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• Power Supply
This power supply module is designed to accept power from a USB-Mini connector
and deliver a stable 5V DC output.

• Control Unit
The control unit is responsible for coordinating the operations of all components
and executing application-level logic. It sends the signal to control the angle regu-
lator.

• Camera
A mounted RGB camera captures user movements during workouts. Stable frame
acquisition is the key to realize accurate attitude key point recognition.

• PCB
A PCB is designed to integrate all modules combining AI-M61-32S which integrates
Wi-Fi radio transceiver with a camera and can be programmed through Arduino
IDE. // The camera interface connects to OV2640 camera to captures the postures
of users. Figure 6 shows the schematic of the camera in PCB.

Figure 6: Camera

The Processor serves as the central control logic processor for peripheral communi-
cation. Besides, it accepts the video data captured by send the video stream to the
website through Wi-Fi. Figure 7 shows the schematic of the camera in PCB.

• Angle Regulator
The motor unit adjusts the camera angle using two SG-90 servo motors (see Figure
8) to ensure optimal �eld of view during workouts. The servos are controlled by
PWM signals from the microcontroller, enabling precise angular positioning. This
subsystem includes the servo motors and a motor control interface to coordinate
smooth adjustments.
We need the servo motors to operate within a 0–180° range.The SG90 servo motor
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Figure 7: Processor
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