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Project Proposal

1 Introduction

Autonomous vehicles have become popular in industrial research and daily life for a long time,

with advanced functions like reading signal lights and giving ways to pedestrians. In recent

years, many efforts have been devoted to introducing autonomous vehicles to urban traffic and

domestic life. However, among those universalized autonomous vehicles like Tesla and Cruise,

they are seldom brought to campus as shuttle buses or trash carts due to high costs. It would

bring much convenience to students’ campus life if some low-cost and efficient autonomous

vehicles help students commute and provide some safety guarantees in obstacle detection and

self-speed control by reading speed limit signs. We aim to develop the core of such low-cost

autonomous vehicles to potentially take the responsibilities of commuting and obstacle-clearing,

enabling wireless transmission to provide efficiency via campus Wi-Fi.

1.1 Problem

Based on our personal life experience and class schedules on campus, we observe that most

undergraduate students have a tight class schedule, resulting in insufficient time to transfer

from one classroom to another between consecutive classes. Some choose to ride a bicycle for

commuting. However, the number of bicycles around each teaching building is often limited

and unevenly distributed. Classrooms with a large student current might be matched to an area

with only a few available bicycles. Consequently, manually moving and re-distributing those

bicycles to support student commuting needs places an additional burden on campus staff. In

the meanwhile, we also notice that the ratio of cleaning staff and the campus area is quite low.

The campus is too vast compared to the number of personnel responsible for cleaning, laying

down a heavy workload to clean trash and obstacles on the campus, especially in the leaf-falling

season or rainy and snowy weather.

According to two observations mentioned above, we came up with the idea of incorporating

autonomous driving systems into our campus life and study as shuttle buses or trash carts. How-

ever, the most popular autonomous driving vehicles in the market are expensive and suitable for

more complex situations other than campus life. Therefore, considering the special properties

4



ECE 445 AY 2024-2025 Team No.19 Project Proposal

of the campus (everywhere Wi-Fi coverage and relatively simple road conditions), we aim for a

low-cost autonomous vehicle designed and constructed using basic mechanical and electronic

components like Arduino board, Wi-Fi modules, robot arms, etc.

1.2 Solution and Visual Aid

Specifically, our solution of an autonomous vehicle supporting speed limit sign recognition and

obstacle-clearing elaborates as follows. Considering that the speed limit on campus is usually

30 km/h and a safe distance of 2 meters, the camera contained in the Raspberry Pi captures an

image every other 0.24 seconds (i.e. at a frequency of 4.167 Hz). Another specific factor on

the campus is Wi-Fi signals and availability. Each time the camera snaps a shot, we consider

two following cases:

• WhenWi-Fi is available, the captured image is sent to the remote server for thorough pow-

erful image analysis and obstacle/speed limit sign recognition. After the remote server re-

turns the corresponding obstacle type or the speed in km/h, such information is sent to the

microcontroller (Arduino Uno R3) via Wi-Fi again. On receiving obstacle or speed infor-

mation, Arduino Uno R3 transmits it to the vehicle motors or the robot arm for self-speed

adjustments or obstacle clearing via UART protocols andWi-Fi modules respectively. For

visual aid of this situation, please refer to Figure 1a and Figure 1b.

• When Wi-Fi is unavailable, the Raspberry Pi takes the responsibility to analyze the image

using simpler computer vision algorithms like CNN [1] compared to the remote server

due to limited GPU capability. After the Raspberry Pi returns the corresponding speed

in km/h, such information is sent to the microcontroller (Arduino Uno R3) via UART

protocols. On receiving speed information, Arduino Uno R3 transmits it to the vehicle

motors for self-speed adjustments via UART protocols again.

Compared to existing autonomous vehicles, our solution is low-cost and efficient since it is

constructed with basic and traditional electronic devices. It also combines the efficiency and

convenience of Wi-Fi signals covered on the campus to enable almost simultaneous informa-

tion transmission. In conclusion, the potential benefits and contributions of this project are as

follows:
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(a) A visual aid of our solution on speed limit sign recognition when Wi-Fi is available.

(b) A visual aid of our solution on obstacle clearing when Wi-Fi is available.

(c) A visual aid of our solution on speed limit sign recognition when Wi-Fi is not available.

Figure 1: A visual aid of our proposed solution.6
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• Provides a low-cost and efficient autonomous vehicle via Wi-Fi for campus usage.

• The core of such autonomous vehicles can be extended to autonomous campus shuttle

buses to satisfy the needs of commuting among students.

• Such autonomous vehicles can also facilitate trash clearing and obstacle-detecting tasks

on the campus to promote its comfort and beauty.

1.3 High-level Requirements

Here are four quantitative high-level requirements for our proposed solution, aiming to solve

students’ commuting issues and the heavy workload of trash clearing on the campus:

• The vehicle must navigate autonomously with the aid of speed limit signs only on the

campus, for at least 30 minutes.

• Total time of each image capturing, image analysis, and information transmission must be

less than 0.24 seconds, the time interval between two shots of the Raspberry Pi camera.

• The robot arm must clear an obstacle within 0.24 seconds, which is the time interval be-

tween two shots of the Raspberry Pi camera.

• The accuracy of recognizing speed limit signs and obstacles must be above 80%.
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2 Design and Requirements

Our design is based on Arduino Uno R3 (as the microcontroller), with the aid of the Raspberry

Pi 4B as the camera and simple image analyzer, the Wi-Fi module ESP8266 as the information

transmission media, a 4-axis 4-degree robot arm as the obstacle-clearing tool, and a vehicle

with two DC motors carrying all components as an autonomous driving system. The detailed

workflow and block diagram of our design can be found in Figure 2.

2.1 Image Capture and Simple Analysis Subsystem

2.1.1 Subsystem Overview

The main component in the Image Capture and Simple Analysis Subsystem is the Raspberry Pi

4B. With a camera of high resolutions and wide angles, it captures images of the speed limit

signs and obstacles every 0.24 seconds to ensure safety and promptness. WhenWi-Fi signals are

unavailable, it can also take the responsibility of simple image analysis to ensure the self-speed

adjustment of the autonomous vehicle. This subsystem is closely related to theMicrocontroller

Subsystem as the Raspberry Pi 4B communicates with the microcontroller Arduino Uno R3 via

UART for image and speed information transmissions.

2.1.2 Acceptance Requirements

• Requirement 1: The accuracy of speed limit sign recognition must be larger than 80%.

• Verification 1: Generate images of different speed limits ranging from 0 to 30 km/h (ac-

cording to the rules on the campus) to test the recognition algorithm on the Raspberry Pi

4B and record the accuracy of recognition.

• Requirement 2: The time of speed limit sign recognition must be less than 0.08 seconds,

one-third of the time interval between two shots of the Raspberry Pi camera.

• Verification 2: Generate images of different speed limits ranging from 0 to 30 km/h (ac-

cording to the rules on the campus) to test the recognition algorithm on the Raspberry Pi

4B and record the average recognition time.

8



ECE 445 AY 2024-2025 Team No.19 Project Proposal

(a) Workflow of our proposed solution.

(b) Block diagram of our proposed solution consisting of four subsystems and a power supply module.

Figure 2: Block Diagrams in Hardware and Software Design.
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2.1.3 Difficulty and Risk Analysis

Since the GPU capability and storage space of the Raspberry Pi 4B is limited, finding and

finetuning a CNN-based algorithm to detect obstacles and speed limit signs while satisfying the

accuracy requirement of 80% might take some time of careful consideration.

2.1.4 Tolerance Analysis

We use accuracy and time to evaluate the performance of this subsystem. If the time of speed

limit sign recognition is less than 0.08 seconds and the accuracy of speed limit sign recognition

is larger than 80%, we consider this subsystem to be successfully constructed and functioning.

2.2 Microcontroller Subsystem

2.2.1 Subsystem Overview

The main component in theMicrocontroller Subsystem is the Arduino UNO R3. With a power

supply of 5 volts direct current, it connects the components of the Raspberry Pi 4B, the remote

cloud server, the robot arm, and the vehicle across all other subsystems. It enables simultaneous

reading and writing via UART to receive information from the Raspberry Pi 4B in the Image

Capture and Simple Analysis Subsystem and delivers it to the vehicle to adjust motor speed via

PWM. It also enables Wi-Fi transmission with the remote cloud server in the Thorough Image

Analysis Subsystem by controlling the Wi-Fi module.

2.2.2 Acceptance Requirements

• Requirement 1: The time of UART transmission must be less than 0.08 seconds, one-third

of the time interval between two shots of the Raspberry Pi camera.

• Verification 1: Record the average UART transmission time by recording the time when

the Raspberry Pi 4B generates the result and the time Arduino receives.

• Requirement 2: The time of Wi-Fi transmission must be less than 0.08 seconds, one-third

of the time interval between two shots of the Raspberry Pi camera.

• Verification 2: Record the average Wi-Fi transmission time by recording the time when

the remote cloud server returns the result and the time Arduino receives.
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2.2.3 Difficulty and Risk Analysis

Since themicrocontroller links all other subsystems and components in this design, it is essential

to avoid any potential misusing or misleading practices on the Arduino Uno R3.

2.2.4 Tolerance Analysis

We use time to evaluate the performance of this subsystem. If the time of Wi-Fi transmission

is less than 0.08 seconds and the time of UART transmission is also less than 0.08 seconds, we

consider this subsystem to be successfully constructed and functioning.

2.3 Thorough Image Analysis Subsystem

2.3.1 Subsystem Overview

Themain component in the Thorough Image Analysis Subsystem is the remote cloud server con-

taining a powerful GPU to perform more complex and more accurate image analysis and object

detection. When Wi-Fi signals are available, it can also take the responsibility of thorough

image analysis to ensure the self-speed adjustment and obstacle detection of the autonomous

vehicle. This subsystem is closely related to theMicrocontroller Subsystem as the remote cloud

server communicates with the microcontroller Arduino Uno R3 via Wi-Fi modules for image

and speed/obstacle information transmissions.

2.3.2 Acceptance Requirements

• Requirement 1: The accuracy of speed limit sign recognition must be larger than 80%.

• Verification 1: Generate images of different speed limits ranging from 0 to 30 km/h (ac-

cording to the rules on the campus) to test the recognition algorithm on the remote cloud

server and record the accuracy of recognition.

• Requirement 2: The time of speed limit sign recognition must be less than 0.08 seconds,

one-third of the time interval between two shots of the Raspberry Pi camera.

• Verification 2: Generate images of different speed limits ranging from 0 to 30 km/h (ac-

cording to the rules on the campus) to test the recognition algorithm on the remote cloud

server and record the average recognition time.
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2.3.3 Difficulty and Risk Analysis

Since the computer vision algorithms implemented on the remote cloud servermight be complex

to enhance the accuracy of object and speed sign detection, finding and finetuning a powerful

algorithm like Yolo v3 [3] to detect obstacles and speed limit signs while satisfying the time

constraint of 0.08 seconds might take some time of careful consideration.

2.3.4 Tolerance Analysis

We use accuracy and time to evaluate the performance of this subsystem. If the time of speed

limit sign recognition is less than 0.08 seconds and the accuracy of speed limit sign recognition

is larger than 80%, we consider this subsystem to be successfully constructed and functioning.

2.4 Microcontroller Subsystem

2.4.1 Subsystem Overview

The main component in theMicrocontroller Subsystem is the Arduino UNO R3. With a power

supply of 5 volts direct current, it connects the components of the Raspberry Pi 4B, the remote

cloud server, the robot arm, and the vehicle across all other subsystems. It enables simultaneous

reading and writing via UART to receive information from the Raspberry Pi 4B in the Image

Capture and Simple Analysis Subsystem and delivers it to the vehicle to adjust motor speed via

PWM. It also enables Wi-Fi transmission with the remote cloud server in the Thorough Image

Analysis Subsystem by controlling the Wi-Fi module.

2.4.2 Acceptance Requirements

• Requirement 1: The time of UART transmission must be less than 0.08 seconds, one-third

of the time interval between two shots of the Raspberry Pi camera.

• Verification 1: Record the average UART transmission time by recording the time when

the Raspberry Pi 4B generates the result and the time Arduino receives.

• Requirement 2: The time of Wi-Fi transmission must be less than 0.08 seconds, one-third

of the time interval between two shots of the Raspberry Pi camera.
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• Verification 2: Record the average Wi-Fi transmission time by recording the time when

the remote cloud server returns the result and the time Arduino receives.

2.4.3 Difficulty and Risk Analysis

Since themicrocontroller links all other subsystems and components in this design, it is essential

to avoid any potential misusing or misleading practices on the Arduino Uno R3.

2.4.4 Tolerance Analysis

We use time to evaluate the performance of this subsystem. If the time of Wi-Fi transmission

is less than 0.08 seconds and the time of UART transmission is also less than 0.08 seconds, we

consider this subsystem to be successfully constructed and functioning.

2.5 Output Subsystem

2.5.1 Subsystem Overview

The main component in the Output Subsystem is a 4-axis 4-degree robot arm and a vehicle with

two DC motors. With a power supply of 12 volts direct current, both are controlled by the

Arduino Uno R3 in the Microcontroller Subsystem. On receiving the clearing command from

the Arduino Uno R3 via the Wi-Fi module, the robot arm picks up the obstacle via a vacuum

suction cup and completes the obstacle-clearing task. If the command of speed adjustment is

received via UART protocols, the vehicle adjusts the speed of its DC motors via PWM.

2.5.2 Acceptance Requirements

• Requirement 1: The time of obstacle clearing by the robot arm must be less than 0.24

seconds, the time interval between two shots of the Raspberry Pi camera.

• Verification 1: Record the obstacle picking and clearing time.

2.5.3 Difficulty and Risk Analysis

Since the vehicle carries all other subsystems and components in this design, it is essential to

avoid any potential misusing or misleading practices on the DC motors.
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2.5.4 Tolerance Analysis

Weuse time to evaluate the performance of this subsystem. If the time of obstacle clearing is less

than 0.24 seconds, we consider this subsystem to be successfully constructed and functioning.
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3 Ethics and Safety

3.1 Ethical Issues

For the privacy part, image capturing might inevitably incorporate students’ faces, which re-

quires us to manually blur or remove such private information to protect students. For the social

effects, the introduction of autonomous cleaning vehicles might reduce the needs of cleaning

staff on the campus, which requires us to collaborate with campus administration to reassign

affected staff to other roles or help them become the technical controller of such autonomous

vehicles [2, 4].

3.2 Safety Issues

Since this autonomous vehicle is under testing, it might cause some injuries or destroy to the

students or the buildings if it is out of control, which requires our designers to watch it carefully

when testing and preemptively identify and mitigate potential hazards [5].
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