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1 Introduction

1.1 Problem

Modern air travel involves the constant movement of passengers within airport premises,
often burdened with personal belongings and luggage. While airports strive to provide
convenience, the process of moving from the check-in area to the departure gate can be
challenging for passengers, especially those carrying heavier bags or many bags. This
challenge is particularly relevant given the increasing trend of passengers bringing addi-
tional luggage, with weights ranging from 2 to 3 kilograms. Although the total weight
might still in under the restriction of 50 lbs, the increased amount of bags will add diffi-
culties for people to hold with two hands.

1.2 Solution

The proposed solution for this problem is the development of a leg-wheeled robotic sys-
tem designed to accompany airport passengers with their luggage. The primary objective
is to enhance the passenger experience by offering a reliable and autonomous compan-
ion capable of carrying bags weighing 2-3 kilograms. This robotic system will intelli-
gently follow passengers with the help of camera and vision control algorithms as they
traverse the airport, providing a hands-free and effortless solution to the burden of car-
rying personal items. In instances where passengers face challenges, such as staircases,
the robot’s unique legged design allows it to overcome obstacles that traditional wheeled
robots cannot. This robustness ensures smooth navigation in a variety of airport environ-
ments.

1.3 Visual Aid

Figure 1: Overall Work Flow
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1.4 High-level requirements list

1. The luggage weight must be around 2-3 kg.

2. the overall size of the robot needs to be around 500mm×500mm.

3. The distance between the legs and the robot should be within 1m throughout the
whole process.

2 Design

As shown below, our design contains the following part: Power unit, the control unit,
the planning unit, sensor unit and motor unit. The control unit is the central unit of our
system, where the microcontroller receives the command and execute by sending signals
to different motors. The power unit is responsible for converting the battery voltage from
24v to any voltage needed by different units. The motoe unit consists of four leg motors
and two wheel motors.

Figure 2: Top Level

2.1 Mechanical Structure

For the design of the balancing robot, we mainly consider aspects such as size and stabil-
ity. We determined that the overall size of the robot needs to be around 500mm×500mm,
so it can carry a normal-sized handbag. In terms of stability, we mainly focus on the leg
joints. We found that many wheeled leg robots exhibit a splaying of the feet, which is
due to gaps in their leg joints causing the robot’s lower legs to bend outward under high

2



torque. Our solution is to increase the diameter of the cylindrical shaft of the leg joint to
suppress the splaying phenomenon.

Figure 3: Overview for prototype 1

2.2 Mechanical System

We assume the weight of our balance robot is 20kg. At the hip joint, we use Unitree Tech-
nology’s A1 joint motor, which has a peak torque of 33.5 Nm, meeting our requirements
for joint motors.

At the leg joints, we use CNC machined aluminum parts and bowl group bearings for
joint fixation. This method of fixation, compared to using screws, allows for a larger joint
shaft diameter, effectively reducing the wobble in the leg joints. It also minimizes the
parts number we need.

At the wheel joints, we use Xiaomi’s Cyber Gear motors, along with KP035 robot joint
bearings to share the load of the wheel motors.
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Figure 4: Leg joint cross-section view

In terms of materials, our final robot uses carbon fiber materials because they have a
smaller mass compared to other materials at the same strength. We also adopt topology
analysis to reduce as much weight as possible.

We are also using topology to minimize our robot’s weight and maintain the parts’ strength
at the same time. The following is the topology optimization result in Fusion 360. By us-
ing this techniques, we are able to reduce around 30 percent of the robot’s weight.

Figure 5: Upper leg topology result

This is the picture of the current robot legs. We are testing our design first using acrylic
boards due to their low cost. In the final version we plan to use carbon fiber boards for
lighter weight and higher material strength.
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Figure 6: Robot Leg

2.3 Electrical System

2.3.1 Micro-controller Board

We are using STM32F407IGH6 for our microcontroller board. This is a new product de-
veloped by ST in 2011 following the ARM Cortex-M4 architecture. Compared with the
previous products, the STM32F4’s new integrated FPU unit and DSP instructions greatly
enrich the functions of the STM32 chip, and at the same time, the STM32F4’s main fre-
quency has also been improved. The main frequency can reach up to 168Mhz (can have
210DMIPS running speed), making the STM32F4 in floating point computing or DSP pro-
cessing ability greatly improved, with a very wide range of application prospects.

2.3.2 Motor Controll

We are using the joint A1 motor from Unitree and the wheel motor from XIAOMI. The
A1 motor uses RS485 to communicate and the wheel motor uses CAN (Controller Area
Network) to communicate. Because our micro-controller board doesn’t have RS485 port,
so we choose to use UART and a TTL to RS485 converter to control A1 motor.

2.4 Embedded Software

To communicate with the peripherals, we use the standard API and the API from HAL.
What’s more, we decided to use a Real-time operating system to support the multi-
threads process. Therefore, we decided to use STM32CubeMX to generate the basic code
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skeleton, and use VS Code as our code editor for its powerful add-ons. We choose GCC,
GDB and OpenOCD as our toolchain and debug tool.

2.5 Control System

As for the control system, since our robot’s controlling strategy mainly consists of two
parts: the wheel part and the leg part. We plan to use the Linear quadratic regulator
(LQR) algorithm for both of them and see what performance looks like. And this process
will be tested on matlab simulink and Webot for simulation and later on moved to the
real robot.
The forward motion of the car can be decomposed into forward motion and relative rota-
tion (pitch) around the center of mass P of the car body.

2.5.1 Wheel model

The force analysis diagram for the left and right wheels of the two-wheeled robot is shown
in the figure. The resultant force in the horizontal direction for the robot is the vector sum
of the frictional force between the wheels and the ground, as well as the horizontal force
acting between the chassis and the wheels. Since parameters (mass, moment of inertia,
radius) being the same for both wheels. Let’s conduct force analysis using the example of
the right wheel:

Figure 7: Wheel model

Horizontally, we can derive the equation that:

ẍr =
Fr −Hr

Mw

(1)

ω̇r =
Tr − FrR

I
(2)

Suppose ωr =
ẋr

r
, and combine (1) and (2). We can obtain that :

(Mw +
I

r2
)ẍr =

Tr

r
−Hr (3)
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The horizontal displacement of the center O of the car chassis is:

x =
xl + xr

2
(4)

Therefore, applying equation (3) to the left wheel and combine them together, we could
obtain that:

(Mw +
I

r2
)ẍ =

Tl + Tr

2r
− Hl +Hr

2
(5)

2.5.2 Moving forward and backward

Figure 8: Moving forward and backward

For the vehicle body, according to Newton’s second law, we can derive the equation
horizontally:

Hl +Hr = M
d(x+ Lsinθ)

dt2
(6)

vertically:

Vl + Vr = M
d(Lcosθ)

dt2
+Mg (7)

For the vehicle body, according to the rigid body rotation law with a fixed axis, we can
obtain the equation:

Jθ̈ + Tl + Tr = (Vl + Vr)Lsinθ − (Hl +Hr)Lcosθ (8)

Combining (6), (7) and (8), we could obtain:

θ̈ =
gsinθ − ẍcosθ − (Tl+Tr

ML
)

J
ML

+ L
(9)

Combining the equation (6) and equation (5), we can get:

(M + 2Mw +
2I

r2
)ẍ = ML(θ̈cosθ − θ̇2sinθ) +

Tl + Tr

2
(10)
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When our vehicle body can keep balance and steady with a neglectable pitch angle θ, we
have the approximation as following:

cosθ = 1, sinθ = θ, θ̇2 = 0 (11)

Then the equation (10) can be linearized as :

ẍ =
Tl + Tr

(M + 2Mw + 2I
r2
)r

− MLθ̈

(M + 2Mw + 2I
r2
)

(12)

And the equation (9) could be linearized as:

θ̈ =
gθ − ẍ− (Tl+Tr

ML
)

J
ML

+ L
(13)

Solving the equation system composed of (12) and (13), we get the following formula at
last:

ẍ =
J +ML2 +MLr

JMr + r(J +ML2)(2Mw + 2I
r2
)
(Tl + Tr)− θ

M2L2g

JM + (J +ML2)(2Mw + 2I
r2
)

(14)

θ̈ = θ
MLg(M + 2Mw + 2I

r2

JM + (J +ML2)(2Mw + 2I
r2
)
−

ML
r

+M + 2Mw + 2I
r2

JM + (J +ML2)(2Mw + 2I
r2
)
(Tl + Tr) (15)

2.5.3 Rotation Motion

Figure 9: Rotation model

According to the law of rigid body rotation, we have :

Jϕϕ̈ =
D

2
(Hl −Hr) (16)

ϕ̈ =
ẍl − ẍr

2
(17)

Then we can plug equation (3) into the equations above, resulting in:

ϕ̈ =
Tl − Tr

rMwD + ID
r
+

2rJϕ
D

(18)
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2.5.4 LQR control system

With equation (12), (13) and (18, we can generate the state function of our control system
in the form of Ẋ = AX +Bu:

ẋ

ẍ

θ̇

θ̈

ϕ̇

ϕ̈


=



0 1 0 0 0 0

0 0 A23 0 0 0

0 0 0 1 0 0

0 0 A43 0 0 0

0 0 0 0 0 1

0 0 0 0 0 0


∗



x

ẋ

θ

θ̇

ϕ

ϕ̇


+



0 0

B21 B22

0 0

B41 B42

0 0

B61 B62


∗

Tl

Tr

 (19)

Where,

According to LQR, we need to set u = −Kx, where K denotes the feedback gain matrix
and minimize the cost function of LQR control algorithm:

J =
1

2

∫ ∞

0

(XTQX + uTRu)dt (20)

Where Q is the state vector weighting matrix of a semi-positive definite symmetric con-
stant, and R is the control rate weighting matrix of a positive definite symmetric constant.
Increasing the weighting matrix Q will decrease the overshoot and settling time of the dy-
namic process, but it will correspondingly increase the energy consumption of the control
inputs. When the coefficients of the R matrix increase, it can reduce the number of input
variables of the system, but it will also decrease the response speed of the system. To
reduce the energy consumption of the system’s control, one can appropriately increase
the value of the weighting matrix R. However, if the value of the weighting matrix R is
too large, it will result in too small control energy, which is also disadvantageous for con-
trolling the system.
In order to select the most appropriate set of Q and R, we planned to use MATLAB to
simulate the performance of different choices.

2.6 Host System Trajectory Planning Module

For this part, we plan to move all the computation work to the host computer since we
are afraid of the computing power of the microcomputer. Of course, if we latter proved
the microcomputer can cater to this work, we will abandon this unit. Till now, we still
want to use the ROS operating system to let the robot pass rosbags to the host system,
which contains all the pos and vel infomation of the robot. What’s more, the camera
and radar unit will also catch the corresponding information. Then we will use an open
source following algorithm to plan the trajectory and give specific command for robot to
execute.(e.g: move forward, backward ....)
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2.7 Sensor fusion Unit

In the sensor fusion module, we expect to use two modules: vision module and Blue-
tooth module to perform dual recognition and positioning functions, so as to improve the
stability and accuracy of recognition and tracking.

Figure 10: Fusion Unit

2.7.1 Bluetooth Module

In this module, our design is roughly divided into several parts: Bluetooth module and
Beacon, positioning algorithm and signal processing.

Bluetooth Beacon. The first one is selecting the appropriate bluetooth module and bea-
con: For the Raspberry Pi, we would like to choose a Bluetooth module that supports
Bluetooth Low Energy (BLE), such as the HC-05 or a more advanced module like BLE 5.0,
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to reduce power consumption. This module will be equipped on the robot as the signal
receiver. As for the bluetooth beacon, our requirement is small, low energy consumption
and long transmission distance so that we can make it to be a wristband from the con-
sumer perspective. Therefore, we would like to choose beacon like iBeacon or Eddystone
beacon.

Figure 11: Example of Bluetooth Beacon

Positioning Algorithm: When using Bluetooth beacons for positioning, we will estimate
the distance based on the Received Signal Strength Indicator (RSSI). A simple method is
to use a logarithmic model that relates RSSI to distance. The relation between RSSI and
distance can be roughly seen as the following:

Figure 12: Relation between RSSI and distance
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From the graph, we can calculate distance in terms of RSSI as:

d = 10(
A−RSSI
10·n )

Signal Processing: Bluetooth signals can be affected by environmental factors such as
walls and human bodies. Therefore, we plan to implement a simple filtering algorithm:
Moving average filter. This filter averages the RSSI values over a certain number of sam-
ples to provide a more stable estimate of the signal strength. The formula for a moving
average filter is:

RSSIfiltered[n] =
1

N

N−1∑
i=0

RSSI[n− i]

Where: - RSSIfiltered[n] is the filtered RSSI value at the n-th sample. - N is the number of
samples over which the average is taken (the window size of the filter). - RSSI[n− i] is the
RSSI value at the (n− i)-th sample.

In a practical implementation, the filtered RSSI value will be updated every time a new
RSSI measurement is obtained, using the most recent N samples to calculate the average.
This helps to smooth out short-term fluctuations in the signal strength while still allowing
the filtered value to respond to changes in the distance between the Bluetooth beacon and
the receiver.

2.7.2 Drawback of Bluetooth Module

But is bluetooth module alone enough? The bluetooth has following drawbacks, which
leads to the necessity of using a vision module to recognize dually.

Signal Interference: Bluetooth signals are susceptible to interference from the surround-
ing environment, such as walls, furniture, and signals from other electronic devices. This
interference can cause fluctuations in signal strength, which in turn affects the accuracy
of positioning.

Limitations in Non-Line-of-Sight Environments: In Non-Line-of-Sight (NLoS) environ-
ments, where the target is obstructed, Bluetooth signal attenuation is more severe, further
reducing positioning accuracy.

Multipath Effect: In indoor environments, Bluetooth signals may propagate through
multiple paths to the receiver, leading to the multipath effect. This results in the superpo-
sition of received signals, causing positioning errors.

Limited Distance Resolution: Bluetooth technology has a limited distance resolution,
which means it may not accurately distinguish between different positions at shorter dis-
tances.

2.7.3 Vision Module

Therefore, we introduce the vision module to build a dual recognition system, to increase
the accuracy and reliability. In this module, we primarily use the AprilTag to locate the
target, which is also on the wristband/cloth.
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Figure 13: Apriltags

Target Detection and Tracking: We use the AprilTag system for target detection. AprilTag
is a 2D barcode system for object identification and pose estimation, with each tag having
a unique pattern that can be recognized from various angles and distances.

Image Processing and Enhancement: Preprocess images captured by the camera, such as
denoising and histogram equalization, to improve image quality and enhance the recog-
nizability of the tags. Apply image enhancement techniques, such as edge detection and
image sharpening, to highlight the features of the tags.

Distance Estimation: Combine visual information and the known dimensions of the tags
to estimate the distance between the tags and the camera using the geometric relation-
ships of a monocular camera or the disparity information of a stereo camera.

2.7.4 Sensor fusion Algorithm

So far, we got the detailed implementation of two sensors. And what we can know is that
the bluetooth can provide quite accurate information of direction and distance of the tar-
get, but may be inaccurate at the detailed position, while the vision can provide accurate
position of the target and the direction, but poor at the calculation of distance. Therefore,
we can pick the most reliable part of two algorithms to build a reliable system.

Bluetooth Signal Strength for Distance Estimation: The Bluetooth receiver measures
the signal strength (RSSI) and estimates the distance between the target and the receiver
based on a known signal attenuation model. This provides a rough estimate of the target’s
distance.

Visual Tracking for Direction and Precise Position: A camera and visual algorithms
(such as AprilTag detection) are used to track the position and direction of the target.
This provides precise information about the target’s position and direction relative to the
camera.

Combining Distance and Direction Information: By combining the distance estimated
from Bluetooth and the direction information from visual tracking, the position of the tar-

13



get in two-dimensional space can be determined. For example, if Bluetooth estimates the
target’s distance to be 2 meters and visual tracking shows that the target is directly in front
of the camera, it can be inferred that the target is 2 meters in front of the receiver.

3 Cost and Schedule

3.1 Cost Analysis

The total cost now is 10371 RMB. Four joint motors from Unitree spent 6400 RMB, almost
50 percent of the total cost. The acrylic boards for iteration don’t cost as much as we
expected, only around 500 RMB.

Figure 14: Bill of material for current robot
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3.2 Schedule

Figure 15: Schedule

4 Discussion of Ethics and Safety

4.1 Ethical concern

Our design does not interfere with any life-related experiment or social problem. How-
ever, military use of robots or any other misuse of our design that intends to turn the
helper robot into a killer is against the IEEE Code of Ethics[1]. Therefore, we promise that
we will not open-source the Control System and the Sensor Unit.
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4.2 Safety concern

To prevent injuries resulting from collisions with the human body and to address poten-
tial experimental accidents during the assembly process, we will implement a collision
detection mechanism for the robot. Additionally, an external emergency shutdown but-
ton will be installed to prevent any potential hazards. For safety during our robot test, we
utilize a stop trigger on our remote control. By pulling this trigger, all the input signal to
our robot will be switched to zero and the robot will be automatically shut down.
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