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Abstract

This study introduces the design and evaluation of an innovative 3D scanning appara-

tus, proficient in generating high-definition 3D point clouds from a collection of 2D im-

ages. The scanning apparatus utilizes a custom-engineered mechanical mechanism that

maneuvers a smartphone around a given object, thereby securing a multitude of images

from varied viewpoints. Subsequently, these images are wirelessly relayed to a computer-

ized system. The latter utilizes a structure-from-motion technique for 3D reconstruction,

which in turn yields a precise and intricate 3D point cloud of the object under inspection.

System evaluations carried out on a range of objects demonstrated successful reconstruc-

tions, maintaining an average reprojection error of less than one pixel. This lends credence

to the system’s effectiveness and dependability. Further visual comparison substantiates

the resemblance between the reconstructed models and their original counterparts. How-

ever, it is observed that the system’s performance can be compromised under inadequate

lighting conditions or when dealing with objects bearing a monochromatic surface. Fu-

ture endeavors will concentrate on addressing these constraints to bolster the system’s

versatility and practicality.

Keywords: 3D scanning apparatus, point clouds, structure-from-motion, image-assisted

3D reconstruction, reprojection error.
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1 Introduction

3D scanning technology, a pioneering instrument capable of producing high-accuracy

digital 3D models, finds applications across a diverse range of industries, from manufac-

turing to healthcare [1]–[5]. Nevertheless, the implementation of conventional 3D scan-

ning machinery is frequently deterred by its significant size, restricted mobility, lengthy

processing periods, and operational intricacy.

1.1 Problem Statement

The widespread presence and advanced functionalities of contemporary mobile devices

offer the potential to incorporate 3D scanning technology into these portable instruments.

This integration could democratize 3D scanning technology, enabling more extensive uti-

lization in daily life and professional environments [3]. However, the existing complex-

ity and time-intensive characteristics of 3D scanning procedures present substantial hur-

dles to this anticipated integration. A compelling requirement exists for a solution that

streamlines and expedites these procedures, making 3D scanning more efficient and user-

friendly.

1.2 Project Overview

In response to these challenges, we have embarked on a project to develop an innovative

system that leverages a mobile phone’s camera and a mechanically controlled device.

This system is designed to capture a series of 2D images from diverse angles, which are

then used to construct high-quality digital 3D models. The solution is aimed at circum-

venting the limitations of traditional 3D scanning equipment, thereby expanding its ac-

cessibility and applicability, particularly for those without access to standard 3D scanning

tools.

1.3 Motivation

Our motivation for this project is twofold. Firstly, we aspire to democratize access to 3D

scanning technology, aiming to make it a readily accessible and practical instrument for

a broader user base. Secondly, we are committed to expanding the utility of 3D scan-

ning technology, promoting its integration into a plethora of fields and day-to-day ap-

plications. We are confident that by addressing the challenges intrinsic to traditional 3D
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scanning, we can significantly contribute to extending the reach and impact of this revo-

lutionary technology.

2 Literature Review

The landscape of 3D reconstruction methodologies has seen substantial research and de-

velopment in recent years, with several techniques gaining noteworthy attention. Struc-

ture from Motion (SfM), a photogrammetric range imaging technique, estimates three-

dimensional structures from two-dimensional image sequences. This method was ini-

tially explored by Ullman [6], who elucidated the potential of deriving 3D structure from

sequences of images over time. Further enhancements, such as robust algorithms for

large-scale reconstructions, have solidified SfM as a cornerstone in 3D reconstruction [7]–

[9].

Simultaneously, Multi-View Stereo (MVS) has emerged as an essential technique in the

field. By leveraging multiple images of a scene from diverse viewpoints, MVS recov-

ers scene geometry. A comprehensive comparison of different MVS algorithms was pre-

sented by Seitz et al., shedding light on the strengths and weaknesses of each [10]. Subse-

quent research, including a patch-based method by Furukawa et al., has further enhanced

MVS’s precision and speed [11]. OpenMVS, an open-source library, encapsulates various

MVS techniques, thereby providing a versatile tool for 3D reconstruction [12].

The photogrammetric computer vision framework Multi-view Geometry (MVG) has also

made substantial strides in this arena. By incorporating SfM and MVS implementations,

this open-source framework has encouraged contributions from researchers and devel-

opers worldwide, leading to more innovative solutions [13].

Lastly, the advent of Neural Radiance Fields (NeRF) represents a breakthrough in the

field. This technique employs a fully connected deep network to model a continuous

volumetric scene function, allowing for comprehensive scene analysis and interpretation.

Mildenhall et al. demonstrated that NeRF could produce high-quality views of com-

plex scenes from a sparse set of input images [14]. All these methods, each with their

unique advantages, have found diverse applications in the broader realm of 3D recon-

struction.
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3 Methodology

This section presents a comprehensive overview of the proposed methodology for the

3D scanner system and outlines the different subsystems involved with their respective

functionalities.

3.1 Block Diagram

The block diagram (Figure 1) illustrates the overall architecture of the 3D scanner system.

It consists of five main subsystems: the Image Collection Subsystem, the Communica-

tion Subsystem, the Image Processing Subsystem, the Phone-holder Subsystem, and the

Remote-control Subsystem. These subsystems work collaboratively to capture, transmit,

process multiple 2D images to reconstruct high-quality 3D point clouds.
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Figure 1: Block diagram of the 3D scanner system.
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3.2 Image Collection Subsystem

3.2.1 Implementation of Remote Photo/Video Taking

This part mainly focuses on the implementation of the initial version of the design. We

chose Python as the programming language for both the smartphone and computer due

to the abundance of third-party libraries and frameworks available, as well as its high

cross-platform compatibility. Since we decided to use an Android phone for the experi-

ment, we conducted a search and investigation, and ultimately selected QPython and Ter-

mux platforms for mobile program development and testing. Once we finalized the pro-

gramming language and development platforms, we proceeded to implement the func-

tionality for specific message detection and handling. We provide pseudo-code for sock

network programming in python, including sending data 1 and receiving data 2, respec-

tively.

The design for remote transmission also involved optimizing the system for various de-

vices and configurations. This included implementing error handling mechanisms, en-

suring proper memory management, and improving the overall performance of the sys-

tem.

3.2.2 Implementation of Stable Video Transmission

In order to enhance the speed and accuracy of video transmission, we implemented an

IP camera application on the smartphone and utilized OpenCV [15] on the computer for

video streaming. This system enabled the efficient transfer of video data, which was then

saved on the computer in a designated location.

The implementation process began by setting up an IP camera on the smartphone, lever-

aging its built-in camera capabilities. This allowed the smartphone to function as a cam-

era device that captures real-time video footage. We selected the IP camera application

due to its ability to provide a reliable and secure connection for video streaming.

On the computer side, we utilized the OpenCV library to receive and process the video

frames transmitted by the IP camera. OpenCV, a widely-used computer vision library,

offers a comprehensive set of functions for video manipulation, analysis, and storage. By

leveraging its features, we were able to efficiently handle the incoming video frames and

perform any necessary processing tasks.

To ensure smooth and seamless video transmission, we established a network connection
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between the smartphone and the computer. The IP camera application on the smartphone

continuously captured video frames, which were then sent over the network to the com-

puter running the OpenCV program. The computer received these frames and stored

them in a specified location for further analysis or archival purposes.

This approach not only facilitated faster video transmission but also improved the accu-

racy of the captured frames. By utilizing the capabilities of both the IP camera application

and the OpenCV library, the system achieved real-time video streaming with minimal de-

lay and ensured the preservation of video data in a reliable and organized manner.

3.3 Communication Subsystem

The subsequent design objective entailed establishing effective communication and syn-

chronization between the image collection subsystem and the image processing subsys-

tem. To achieve this objective, a strategic decision was made to employ TCP (Trans-

mission Control Protocol) communication. Through this approach, the computer would

transmit TCP packets containing precise messages at predetermined intervals to trigger

the smartphone’s image capture process and store the acquired images in a designated lo-

cation. Additionally, the TCP protocol would be utilized to facilitate image transfer from

the smartphone to the computer for subsequent 3D reconstruction.

In order to ensure seamless communication and synchronization, a meticulous message

handling mechanism was devised for the smartphone component. This mechanism facil-

itated the detection of specific messages, prompting corresponding actions. For instance,

upon receipt of a message containing the designated keyword ”start”, the server would

initiate the image capture process. Conversely, upon receiving a message containing the

keyword ”quit”, the server would terminate the TCP connection. This well-designed

message handling mechanism served to enhance the efficiency and effectiveness of com-

munication between the subsystems.

3.4 Image Processing Subsystem

Figure 2 outlines the principal stages of our 3D reconstruction framework, encompassing

six key phases: feature extraction, feature matching, sparse reconstruction, dense recon-

struction, background removal, and outliers removal. Section 3.4.1 elucidates the first

four stages of this process, while section 3.4.2 presents the Density-Based Spatial Cluster-
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ing of Applications with Noise (DBSCAN) algorithm, utilized for background removal.

Lastly, section 3.4.3 introduces the Statistical Outlier Removal (SOR) algorithm, a key

component employed in the outlier removal phase.

Figure 2: Schematic representation of the employed 3D reconstruction algorithm frame-

work.

3.4.1 3D Reconstruction Algorithm

The core principle of the 3D reconstruction in this project is based on the COLMAP, a

state-of-the-art tool for Structure-from-Motion (SfM) and Multi-View Stereo (MVS) algo-

rithms [8]. The algorithm can be divided into two main stages: the Structure-from-Motion

(SfM) stage and the Multi-View Stereo (MVS) stage.

In the SfM stage, features Fi are extracted for each image Ii using a scale-invariant feature

transform (SIFT) algorithm [16]. The SIFT features are computed by convolving the image

with a Gaussian kernel G(x, y, σ) and taking the difference of Gaussians (DoG) to detect

scale-space extrema:

D(x, y, σ) = (G(x, y, kσ)−G(x, y, σ)) ∗ I(x, y), (1)

where k is a constant factor and ∗ denotes the convolution operation.

Feature matching is then performed between image pairs (Ii, Ij) to identify correspon-

dences using a similarity metric, such as the Euclidean distance between SIFT feature

descriptors. Camera poses and a sparse point cloud are estimated using a perspective-n-

point (PnP) algorithm [17] and bundle adjustment, which aims to minimize the reprojec-

tion error:

min
Ci,Xj

∑
i,j

wij |xij − πCi
(Xj)|2 , (2)

6



where Ci represents the camera pose, Xj are the 3D points, xij are the 2D image projec-

tions, πCi
is the projection function, and wij are the weights for each correspondence [7].

The output of this stage is a sparse reconstructionM.

The MVS stage initializes an empty dense point cloudD. For each image Ii, it computes a

depth map Di by optimizing a photometric consistency measure, such as the normalized

cross-correlation (NCC):

NCC(p, q) =

∑
∆x,∆y(Ip(∆x,∆y)− Īp)(Iq(∆x,∆y)− Īq)√∑
∆x,∆y(Ip(∆x,∆y)− Īp)2(Iq(∆x,∆y)− Īq)2

, (3)

where p and q are the pixel coordinates in the reference and target images, respectively,

∆x and ∆y represent shifts in the x and y directions from these pixel coordinates within

the local windows, and Īp and Īq are the mean intensities of the local windows centered

at p and q.

Utilizing a visibility-consistency criterion, the depth maps are amalgamated into consis-

tent point clouds Pi which are subsequently merged to form the dense point cloud D
[18]. Hence, the resultant output of this stage is the dense point cloud D, as detailed in

Algorithm 3.

3.4.2 Density-Based Spatial Clustering of Applications with Noise

Density-Based Spatial Clustering of Applications with Noise (DBSCAN) is a robust al-

gorithm known for identifying clusters of varying shapes within noisy datasets, without

relying on predefined cluster centers or shape assumptions. Instead, it bases its clustering

on data point density within a given region. The algorithm employs two critical parame-

ters: ε (the maximum radius of a data point’s neighborhood) and MinPts (the minimum

number of data points required to form a dense region). It classifies each point as core,

border, or noise, and expands clusters recursively by examining the ε-neighborhood of

each core point, as detailed in Algorithm 5.

3.4.3 Statistical Outlier Removal

The Statistical Outlier Removal (SOR) method is a widely utilized technique in point

cloud data processing, designed to eliminate noise or anomalous points. It estimates a
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distance metric for each point based on its mean distance to its nearest neighbors, calcu-

lates an average distance and standard deviation, and subsequently classifies any point

with a mean discrepancy exceeding a user-specified threshold (typically in terms of stan-

dard deviations) as an outlier, leading to its removal. The specifics of the algorithm are

presented in Algorithm 4.

Figure 3: The CAD drawing of the final version of the physical design.

3.5 Phone-holder Subsystem

Figure 3 shows the CAD model we designed in Fusion 360, including labels of all the

components. The phone-holder subsystem,which supports the image collection system,

is driven by the remote-control subsystem. In our CAD model, the DC motor is designed

to rotate a belt roller through a pair of Bevel gears. The belt roller then transmits the

kinetic energy to the ”central ring” with the help of a belt. Since the phone holders and

the bars are attached to the ring, the phone holder can rotate around the central plate as

the central ring rotates. Besides, there is a universal wheel attached to one end of the bar

to support the holder, and the combination of the 3 bars as well as the adapting piece
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allows the adjustment of the height and angle of the phone.

To scan an object, we need to put the object on the central plate and adjust the position

and orientation of the phone to make sure that the object can stay in the photo during the

scanning process. After the motor is turned on, the phone holder will take the phone to

rotate around the object. As long as the bars and wheel do not hit other components, the

phone holder is able to rotate 360 degrees at a constant speed.

3.6 Remote-control Subsystem

To complement the image collection subsystem, we have envisioned the development of a

hardware component that combines mechanical ingenuity and adaptability. This device

is designed to enhance the functionality and versatility of capturing 3D images using

mobile phones.

The remote-control subsystem is a crucial component of the proposed mechanical system.

It is responsible for controlling the horizontal shaft that is connected to one side of the

gear. The subsystem can rotate the central plate on which the object is placed, providing

a clear and convenient way for the mobile phone to capture photos of the object from

different angles. In this section, the design details of the remote-control subsystem will

be discussed.

In this circuit, for controlling the speed of DC motor, we use a 100K ohm potentiometer

to change the duty cycle of the PWM signal. 100K ohm potentiometer is connected to

the analog input pin A0 of the Arduino UNO and the DC motor is connected to the 12th

pin of the Arduino (which is the PWM pin). The working of Arduino program is very

simple, as it reads the voltage from the analog pin A0. The voltage at analog pin is varied

by using the potentiometer. After doing some necessary calculation the duty cycle is

adjusted according to it.

The motor driver (L298N) can drive two DC motors or one stepper motor. It has four

input pins, including Enable A, Enable B, Input 1, and Input 2, which control the direction

and speed of the motor. To control the stepper motor, we need to use the two input pins

to send the step pulses to the motor.

By integrating this mechanical device into the system, users gain a practical and adapt-

able tool for capturing 3D images using their mobile phones. The height adjustment fea-

ture ensures optimal scanning conditions for various objects, while the remote-controlled

9



Figure 4: Circuit diagram of the remote-control subsystem.

rotation of the phone holder offers flexibility in capturing images from different angles.

This hardware component enhances the overall usability and effectiveness of the image

collection subsystem, empowering users to achieve accurate and detailed 3D scans with

ease.

4 Results

4.1 Mechanical Design

The 3D scanner we built is shown in Figure 5a. We used 2 wooden boards with different

heights as the bases of the motor and the ring. For the motor, we made a box using

acrylic plates to prevent users from touching the wires, and the motor needs 220 V AC to

rotate at a constant speed. For the holder that is used to fix the phone, we purchased a

phone holder, which is originally designed for cars. As a result, now the bar of the holder

does not have the risk of hitting other components or breaking apart under large loads.

Additionally, the size of the holder and the length of the bar are both changeable, making

it convenient to place different types of phones and different sizes of objects. A detailed

view of the device can be found in Figure 5b.

By the end of the project, our device can rotate around the platform at the center for 360

degrees without hitting anything at a constant speed, while the phone holder is capable

of holding a maximum weight of 300 g. Therefore, the requirements of the phone-holder

subsystem are successfully met.
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(a) The top view of the physical device. (b) The physical device at work.

Figure 5: The top view (a) and operational view (b) of the physical device.

4.2 Successful Transmission Rate

The reception rate of the frames from the smart phone with respect to the running time is

shown in Figure 6. Most of the reception rates are above or close to 80% percent. Since we

choose 50 pictures with same interval in hundreds of pictures, this transmission rate fully

meets the requirements. The fluctuation of the line may be caused by network issues of

the hotspot or the overheat of the smartphone.

Figure 6: The relationship between time and image arrival accuracy in communication

subsystem.
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4.3 Simulation Results

To simulate the circuit, we have used software tools MATLAB, which allowed us to test

and analyze the system’s behavior under different conditions. When the load torque is

zero, we simulate the circuit, and the results are shown in Figure 7. These results helped

us to optimize the design and ensure the subsystem’s proper operation.

Figure 7: Simulation waveform of the motor when the load torque is 0. (a) represents the

phase voltage. (b) represents the phase current. (c) represents the torque. (d) represents

the angular speed.

The electromagnetic torque generated by the stepper motor is equal to the sum of the

torque generated by the interaction between the phase current and the magnetic flux

generated by the magnet and the braking torque generated by the salient pole of the

rotor.

ea(θ) = −ϕmsin(pθ)
dt

dθ
(4)

When the load torque is large, from the simulation waveform, we can see that the voltage

and torque are not stable. This will cause the speed of motor not stable, which will also

influence the angle of photos the phone takes. Figure 8 is the result of simulated circuit

under the conditional of the load torque is 8 N·m.
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Figure 8: Simulation waveform of the motor when the load torque is 8 N·m. (a) repre-

sents the phase voltage. (b) represents the phase current. (c) represents the torque. (d)

represents the angular speed.

4.4 Reconstruction Results

4.4.1 Hardware Configuration

In order to obtain high-quality 3D reconstruction results, which often require a signifi-

cant amount of time, we have employed state-of-the-art testing equipment. For sparse

reconstruction, we conducted our experiments using the Apple M2 CPU. As for dense

reconstruction, we utilized the NVIDIA RTX 3090 GPU.

4.4.2 Evaluation Metrics

The primary evaluation metrics adopted in this study are: Registered Images Ratio (RIR),

Points Number (PN), Mean Track Length (MTL), Mean Observations per Image (MOI),

Mean Reprojection Error (MPE), Time, and Human Assessment (HA). RIR signifies the

efficiency of the algorithm by quantifying the proportion of 2D images utilized for re-

construction from the total input. PN indicates the density of information within the

reconstructed point cloud by representing the number of points therein. MTL and MOI

measure the reliability of point generation and the quality of image reconstruction, re-

spectively, by evaluating the average number of cameras observing a single 3D point and
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the average number of matched feature points per input image. MPE quantifies the dis-

crepancy between reprojected and actual 2D feature points based on estimated 3D struc-

ture and camera poses. HA involves human observers comparing the reconstructed 3D

model with the scanned object and providing subjective feedback, while Time captures

the total reconstruction duration.

4.4.3 Quantitative and Visual Results

Using our custom-designed scanner, we performed a comprehensive scan of the Nestlé

coffee product, capturing 80 consecutive images from various evenly-distributed view-

points, as shown in Figure 9. These images were subsequently utilized for the purpose of

3D reconstruction.

Figure 9: A set of 80 images of a Nestlé coffee bottle captured from various angles.

Following the reconstruction process and removal algorithm, we present our finalized

3D reconstruction results in Figure 10 and reconstruction qualitative result in Table 1.

Additional reconstruction results can be found in Appendix D.
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Figure 10: Visualization of the reconstruction results of a Nestlé coffee bottle.

Image Number RIR PN MTL MOI MPE [px] Time [s] HA

80 1 946486 5.812 2079.625 0.537 1276 ✔

Table 1: Quantitative evaluation of the reconstruction results of a Nestlé coffee bottle.

5 Discussion

5.1 Number of Image vs Reconstruction Quality

We conducted tests on the quality of 3D model reconstruction using object images rang-

ing from 30 to 100 images (with intervals of 10 images). The relationship between the

number of images and the reconstruction time is depicted in Figure 11a, while the corre-

lation between the number of images and the quantity of 3D model points is illustrated in

Figure 11b. The visual representation of the 3D model as the number of images increases

is shown in Figure 12. These results clearly demonstrate that as the number of images in-
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creases, both the reconstruction time and the number of points in the reconstructed point

cloud exhibit a linear growth pattern. Moreover, it is evident that the reconstruction out-

comes tend to improve progressively with an increasing number of images.

(a) Correlation between the number of input

images and the reconstruction time of the 3D

model.

(b) Correlation between the number of input

images and the quantity of points in the recon-

structed 3D model.

Figure 11: Graphical analysis of the relationship between the quantity of input images

and various reconstruction metrics.

Figure 12: Visual representation of the 3D model as the number of input images increases

from 30 to 100 with intervals of 10 images.

5.2 Reconstruction Limitations

The primary limitation of the reconstruction algorithm lies in its inability to effectively

reconstruct objects with few surface feature points, such as unicolor and transparent sur-

faces. This is due to the fact that the reconstruction algorithm lacks knowledge of the

depth information of the images and relies solely on feature points extracted using the
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Figure 13: Illustration of a failed reconstruction case, where regions with fewer feature

points in the 2D images correspond to sparse areas in the 3D point cloud.

SIFT algorithm for the reconstruction process. If there are only a few feature points ex-

tracted by SIFT, areas without feature points cannot be adequately estimated during im-

age reconstruction. Figure 13 illustrates a failed case, where regions with fewer feature

points in the 2D images correspond to sparse areas in the 3D point cloud. Additionally,

upon examining the high-quality reconstruction results showcased in Appendix D, it is

evident that there are still some hollow regions in the unicolor areas.

To overcome the aforementioned limitation, we propose several potential enhancements

that could be explored. Firstly, the integration of additional depth sensing techniques,

such as stereo vision [19] or time-of-flight cameras [20], may lead to more precise depth

information for the reconstruction process. Secondly, examining advanced feature extrac-

tion methods beyond SIFT, including deep learning-based feature detectors [21], could

improve the detection and extraction of surface features. Lastly, incorporating seman-

tic information or prior knowledge about the object’s surface characteristics [22] may

aid in filling in gaps and refining the reconstruction quality in areas with scarce feature

points.

5.3 Sizes of Objects

Due to the working principle of our scanner, the object been scanned should be placed

within the central platform. Thus, for the device we built, the object must be smaller than
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a cylinder with a diameter of 10 cm and a height of 25 cm. This is a significant limitation,

which prevents users from scanning larger objects. Also, the platform we have now is

simply a 3D printed plastic cylinder that cannot change its height, so the height of the

platform partly limited the size of the object.

For now, we have come up with 2 possible solutions regarding this limitation. Firstly,

we can scale up the ring and the platform. This will not be too difficult because the

adjustment can be done on the CAD software and the components can be 3D printed

easily. Our second idea is to make a electronically controlled lifting platform. In this

way, we can control the height of the platform at a wide range based on the size of the

object.

6 Conclusion

This paper presents a novel 3D scanner design, implementation, and validation. It utilizes

a custom mechanical device to guide a mobile phone for multi-angle image capture, fol-

lowed by structure-from-motion algorithm-based 3D reconstruction. The reconstructed

models demonstrate exceptional accuracy, with an average reprojection error below 1

pixel. Visual comparisons confirm faithful replication of objects. System requirements

ensure reliable image collection, efficient communication, precise image processing, and

robust phone-holder mechanics. These achievements establish the scanner as a reliable

and accurate tool in 3D reconstruction.

However, it is important to acknowledge the presence of uncertainties and potential ethi-

cal concerns within this research. Uncertainty arises from the possibility of errors or inac-

curacies in the image capturing process, which may affect the fidelity of the reconstructed

3D models. Robustness and error analysis should be further explored to mitigate these

uncertainties and provide a more comprehensive understanding of the scanner’s perfor-

mance limitations. Additionally, ethical concerns may arise regarding privacy and con-

sent when capturing and processing images. It is essential to ensure that proper consent

is obtained from individuals whose images are being captured, and to handle the data in

accordance with relevant privacy regulations [23]. Ethical considerations should be given

due attention to safeguard the rights and privacy of individuals involved in the scanning

process.

Looking ahead, our future work on the mechanical system aims to enhance versatility,
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accuracy, and ethical compliance. This involves integrating advanced image processing

techniques, developing sophisticated algorithms for indistinct objects, and implementing

key advancements. These include an electronically controlled lifting central platform,

a larger scanning device for bigger objects, an automatic rotation-stop system, and the

integration of electrical control parts onto a phone or laptop. For the software system,

efforts will focus on improving efficiency and accuracy by utilizing depth-informative

cameras, advanced algorithms for Scale-Invariant Feature Transform (SIFT), and a pre-

reconstruction system to exclude the shelving unit from the final result.

By addressing these challenges, our aim is to enhance the scanner’s capabilities while en-

suring ethical compliance. This will contribute to the advancement of 3D reconstruction

technology in a responsible and reliable manner.
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Appendix A Requirement and Verification

A.1 Image Collection Subsystem

Requirement:

✔ All photos taken should be stored in the local path of the server, and the number of

images should match the user’s specified quantity.

Verification:

❍ The images used for 3D reconstruction should be the same as specified in the GUI.

A.2 Communication Subsystem

Requirement:

✔ The vast majority of images collected by mobile devices can be transmitted quickly

and reliably to the server-side.

Verification:

❍ The successful transfer rate should be higher than 80%.

A.3 Image Processing Subsystem

Requirement:

✔ The generated 3D model should bear a resemblance to the scanned object when

viewed by the human eye.

✔ The mean reprojection error of the sparse reconstruction should be less than 1px.

Verification:

❍ Human evaluators should be employed to assess the quality of the generated model,

with the vast majority of evaluators concluding that the generated 3D model bears

a resemblance to the scanned object.

❍ The value of mean reprojection error should be below 1px.
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A.4 Phone-holder Subsystem

Requirement:

✔ The phone should be able to move and take pictures of an object from many angles.

✔ The mechanical device should be able to stand the weight of a typical smart phone

without any damage.

Verification:

❍ The phone holder can rotate at least 360° around the center without hitting any other

parts (the belt, the belt roller, etc). The distance between the universal wheel of the

phone holder and the center of the plate should be larger than 544 mm, which is the

distance between the furthest end of the belt and the center of the plate.

❍ The whole mechanical system should be able to work normally when a load of 300

g (a weight of 240 g for the heaviest iPhone plus another 60 g of tolerance) is applied

on the holder.

A.5 Remote-control Subsystem

Requirement:

✔ The scanning process takes 10 seconds on average to complete one round.

Verification:

❍ The angular velocity of the central ring is 0.628 rad/s (±10%). The angular velocity

of the belt roller is 1.743 rad/s (± 10%). The rotation speed of the DC motor should

be 16 rpm (±1).
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Appendix B Socket Programming Algorithm

Two algorithms are presented: the Socket Sending Data algorithm (Algorithm 1) trans-

mits data over a network connection, while the Socket Receiving Data algorithm (Al-

gorithm 2) receives data. They enable seamless client-server communication using sock-

ets.

Algorithm 1: Socket sending data
Input : server address, server port, data to send

Output: None

1 sock← create socket()

2 connect(sock, (server address, server port))

3 for data in data to send do

4 send data(sock, data to send)

5 close(sock)

Algorithm 2: Socket receiving data
Input : server address, server port, buffer size

Output: client data

1 server socket← create socket()

2 bind(server socket, (server address, server port))

3 listen(server socket, 1)

4 while Connection Set do

5 client socket, client address← accept(server socket)

6 client data← receive data(client socket, buffer size)

7 close(client socket)

8 close(server socket)
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Appendix C Point Cloud Algorithm

Three algorithms are presented: 3D Reconstruct 3 performs structure-from-motion-based

3D reconstruction, Radius Search 4 removes outliers using radius search, and DBSCAN

5 identifies the largest cluster using density-based spatial clustering.

Algorithm 3: 3D Reconstruct Algorithm
1 Procedure Reconstruct(Images)
2 Initialize empty modelM
3 Extract features Fi for each image Ii ∈ Images

4 Match features between image pairs (Ii, Ij)

5 Estimate relative camera poses between image pairs (Ii, Ij)

6 for each image Ii do
7 Register image Ii to the modelM
8 Refine camera pose and point positions using bundle adjustment

9 return Sparse reconstructionM

10 Procedure MultiViewStereo(Sparse reconstructionM, Images)
11 Initialize empty dense point cloud D
12 for each image Ii do
13 Compute depth map Di for image Ii

14 Fuse depth maps into a consistent point cloud Pi

15 Merge point clouds Pi into dense point cloud D
16 return Dense point cloud D

17 Procedure Reconstruct Pipeline(Images)
18 Sparse reconstructionM← Reconstruct(Images)
19 Dense point cloud D ← MultiViewStereo(M, Images)
20 return 3D model D

Algorithm 4: Radius Search Algorithm for Outlier Removal
Data: Dataset D, Radius (r), MinNeighbors (min neighbors)

Result: Dataset D′ without outliers

1 Initialize dataset without outliers D′ = ∅
2 for each point p in D do
3 NeighborP ts = regionQuery(p, r,D)

4 if len(NeighborP ts) ≥ min neighbors then
5 Add p to D′

6 end

7 end
8 Function regionQuery(p, r,D):
9 Initialize an empty list N

10 for each point q in D do
11 if distance(p, q) ≤ r then
12 Add q to N

13 end

14 end
15 return N

25



Algorithm 5: DBSCAN Algorithm for Selecting the Largest Cluster
Data: Dataset D, Eps (ε), MinPts (min pts)

Result: Largest cluster Cmax

1 Initialize set of visited points V = ∅
2 Initialize set of clusters C = ∅
3 for each point p in D do
4 if p /∈ V then
5 Add p to V

6 NeighborP ts = regionQuery(p, ε,D)

7 if len(NeighborP ts) ≥ min pts then
8 Cnew = expandCluster(p,NeighborP ts, ε,min pts,D, V )

9 Add Cnew to C

10 end

11 end

12 end
13 Cmax = argmaxc∈C len(c)

14 Function expandCluster(p,NeighborP ts, ε,min pts,D, V ):
15 Initialize new cluster Cnew = {p}
16 for each point p′ in NeighborP ts do
17 if p′ /∈ V then
18 Add p′ to V

19 NeighborP ts′ = regionQuery(p′, ε,D)

20 if len(NeighborP ts′) ≥ min pts then
21 NeighborP ts = NeighborP ts ∪NeighborP ts′

22 end

23 end
24 if p′ is not in any cluster in C then
25 Add p′ to Cnew

26 end

27 end
28 return Cnew

29 Function regionQuery(p, ε,D):
30 Initialize an empty list N

31 for each point q in D do
32 if distance(p, q) ≤ ε then
33 Add q to N

34 end

35 end
36 return N
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Appendix D Reconstruction Result

Table 2 presents the results of the 3D scanning process for different objects. Each row cor-

responds to a specific object, and the columns provide information on the image number,

Reconstruction Image Ratio (RIR), Point Number (PN), Mean Track Length (MTL), Mean

Observations per Image (MOI), Mean Projection Error in pixels (MPE), processing time in

seconds, and Human Assessment (HA) indicating whether the assessment passed ✔ or

failed ✘.

Type Image Number RIR PN MTL MOI MPE [px] Time [s] HA

Cube 14 80 1 522572 4.810 482.913 0.766 1278 ✔

Flower 15 80 1 899093 5.610 1632.713 0.598 1292 ✔

Glue 16 80 1 843506 7.660 1066.608 0.487 1052 ✔

Milk 17 80 1 938261 5.516 1619.863 0.549 1320 ✔

Spray 18 80 1 603753 7.653 2432.625 0.546 1238 ✔

Table 2: Results of the 3D scanning process for different objects.

Figure 14: Reconstruction result of the Cube object.
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Figure 15: Reconstruction result of the Flower object.

Figure 16: Reconstruction result of the Glue object.
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Figure 17: Reconstruction result of the Milk object.

Figure 18: Reconstruction result of the Spray object.

29


	Introduction
	Problem Statement
	Project Overview
	Motivation

	Literature Review
	Methodology
	Block Diagram
	Image Collection Subsystem
	Implementation of Remote Photo/Video Taking
	Implementation of Stable Video Transmission

	Communication Subsystem
	Image Processing Subsystem
	3D Reconstruction Algorithm
	Density-Based Spatial Clustering of Applications with Noise
	Statistical Outlier Removal

	Phone-holder Subsystem
	Remote-control Subsystem

	Results
	Mechanical Design
	Successful Transmission Rate
	Simulation Results
	Reconstruction Results
	Hardware Configuration
	Evaluation Metrics
	Quantitative and Visual Results


	Discussion
	Number of Image vs Reconstruction Quality
	Reconstruction Limitations
	Sizes of Objects

	Conclusion
	References
	Appendix Requirement and Verification
	Image Collection Subsystem
	Communication Subsystem
	Image Processing Subsystem
	Phone-holder Subsystem
	Remote-control Subsystem

	Appendix Socket Programming Algorithm
	Appendix Point Cloud Algorithm
	Appendix Reconstruction Result

