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1 Introduction

1.1 Problem

Existing communication systems are mainly based on Shannon’s information theory, and
they are mostly developed to maximize data-oriented performance indicators, such as
communication data rate, while ignoring content-related information or considering only
upper-level information [1]. In the process of transmission, once the noise makes some
bits in the process of transmission wrong, the meaning of the transmission result will
become ambiguous [2]. This not only increases the demand for communication resources
but also limits the transmission rate of information.

In this case, people start to think about using semantic communication. Semantic commu-
nication breaks through the traditional theoretical framework of Shannon’s information
theory, making great breakthroughs in reducing communication loss, improving trans-
mission rate and accuracy, and transforming the content of communication into the mean-
ing of information more valuable to human beings, thus fundamentally transforming
the existing communication architecture into a more universal intelligent and human-
oriented system [3]. In semantic communication, the meaning of the result can be roughly
predicted even if some bits are disturbed by interference.

And now, most of the existing image semantic communication technologies rely on the
direct transmission of the whole image between the sender and the receiver [4]. The
transmission process rather than the semantic understanding algorithm is the bottleneck
of its performance. In real life, there are many scenarios that require the unmanned aerial
vehicle (UAV)’s overlooking function and the UAV’s direct real-time communication with
other intelligent devices.

The UAVs currently on the market can only fly and take pictures, and transmit the pic-
tures to the receiver using traditional means of communication [5]. But in many cases,
the direct transmission of images from UAV is a huge waste of power and transmission.
So, our goal is to develop a UAV technology that allows the UAV to transmit images us-
ing semantic communication. More specifically, our UAV can build on the capabilities
of existing UAV to process a sample of the image taken, extract specific semantics, and
convey its symbolic representation to the target receiver (for example, another UAV or
smart device). In this way, all we need to transmit is a sentence instead of a whole pic-
ture. We hope this technique will be much faster than transmitting each complete image
directly.

1.2 Solution and Visual Aid

Firstly, we’ll assemble a powered UAV, complete with batteries and controls, as well as
a camera, a transmission module, and Raspberry PI. The controller will control the four
propellers used to control the UAV’s movement. The controller ensures that the UAV has
enough power to carry all of its equipment and is always balanced. During the flight of
the UAV, we use the camera of the UAV to shoot images, use the Raspberry PI to pro-
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cess images, and extract the semantic features in the images. Then the encoder encodes
these features into digital signals and transmits them to the receiver. The receiver is an-
other smart device, such as a smartphone or computer. The digital signal is transmitted
through a physical channel, mainly through a WiFi transmission module. Finally, the
receiver’s decoder can translate the bits back into semantic information to make sense
of the message. We will use a display screen to display the message received by the re-
ceiver.

Figure 1: Visual Aid: Data Flow and Physical Location

1.3 High-level Requirements

• The UAV must be able to carry cameras and microcomputers, such as the Raspberry
PI, to move around. The UAV can hover up to at least 5 meters in the air and take
sample images with a resolution of 1920 by 1080.

• The UAV must understand its images and extract useful information (semantics),
especially the number of people and even the types of their behavior. The UAV
should be able to predict the number of people with 80% accuracy and predict the
types of behavior with 70% accuracy.

• The UAV must transmit semantic information to the receiver successfully. The faster
transmission speed than the traditional communication method and stronger anti-
interference ability is highly appreciated. The time required to transfer each picture
should be less than 0.5s.
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2 Individual Design Work

2.1 Block Diagram

Figure 2: System Block Diagram
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2.2 UAV mechanical, balance and dynamic Subsystem (UAVS)

2.2.1 Descriptions

Figure 3: Structure of UAV

The UAV subsystem includes a power module, a controller module, and a camera as
shown in figure 3. The power module, which includes a distributor board and a lithium
battery, is to supply stable voltage for every device and other subsystems on UAV. The
controller module, PIXHAWK, will receive signal and control the four propellers, which
are used to control the UAV’s movement. It is also important to ensure that the UAV
has enough power to carry all the devices and keep them balanced all the time. The
camera will take images with high resolution, which will be used as input data for lighting
semantic extraction subsystems (LSES). We will modify a dumb UAV. Equipment likes, a
camera, Raspberry Pi, and a communication module needs to be added.
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2.2.2 Requirements and Verifications

Requirements Verifications

The ultra battery elimination circuit(UBEC)
could provide 5.8V from an 11.1V source.

We will measure the output voltage from
UBEC using an oscilloscope, ensuring that
the output voltage stays within 5% of 5.8V.

UAV can still fly smoothly and quickly af-
ter adding devices.

We will do some fly tests. Such as 1. Let
the UAV fly in a circle with a radius of 5m
through the air. 2. Let the UAV quickly rise
into the air and hover. The success crite-
rion is that the UAV can move and hover
smoothly in three dimensions.

UAV must be able to hover up to at least 5
meters in the air and take clear photos.

We will do flying tests and take some sim-
ple photos. Such as 1. Let the drone fly to
an altitude of 5m and circle around to take
pictures. The success criterion is that it can
hover up steadily at the required height,
and the picture is clear and not blurred by
movement.

2.3 Lighting Semantic Extraction Subsystems (LSES)

2.3.1 Descriptions

Given an image as input, LSES can be designed to analyze the image and generate a
descriptive sentence that includes the estimated number of people present in the image
through the network, as well as identifying the actions or activities being performed by
each individual within the scene. LSES could utilize advanced computer vision algo-
rithms, for example, YOLOv5s [6] which is shown in figure 4, and machine learning
techniques to accurately detect and identify the people and their actions in the image,
providing valuable insights for a range of applications. Our project will focus on some
specific domains, especially some common school sports, such as running, cycling, bas-
ketball, football, badminton, and so on. We will use some public datasets, for example,
UCF101 [7], to train and optimize our network. UCF101, as shown in figure 2.5.3 is a
motion recognition dataset of realistic action videos, providing 13,320 videos from 101
action categories. The semantic information extracted by LSES will serve as the input of
the mutual communication subsystem (MCS).
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Figure 4: Structure of YOLOv5s Model[6]

Figure 5: Dataset: UCF101[7]
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2.3.2 Requirements and Verifications

Requirements Verifications

LSES needs to understand image informa-
tion, for example, the number of people
and their behaviors on images at a high ac-
curacy of at least 70%

The first test is on the computer through
elements like Raspberry Pi. We will pick
some test images taken by our UAV or from
the Internet and do a test on our algorithm.
The expected accuracy is above 70%.

The LSES should be small but efficient,
which can be carried on UAVs and extract
information quickly for at most 0.5s for
each photo.

The test on UAV will be given to check data
transmission between subsystems and to
test the accuracy in our campus scenarios.
LSES will receive live pictures. The accu-
racy is expected to be at least 70%. The de-
tection is expected to finish in average of 5s
for 10 photos.

2.4 Mutual Communication Subsystem (MCS)

2.4.1 Descriptions

MCS accepts the text information extracted from images by LSES. This subsystem con-
verts text into a bits signal and transmits it to another smart device over a physical chan-
nel. MCS consists of two separate parts: the transmitter on UAV and the receivers on
smart devices, which are connected by the physical channel. The transmitter includes a
source encoder which transfers text into a bit sequence and a channel encoder which adds
another few bits to avoid transmission mistakes. Correspondingly, the receiver has two
decoders, a channel decoder and a source decoder, which will convert the bits signal back
to text. In the process of transmission, some bits may become wrong due to interference,
which is represented by red bits in the block diagram. The channel encoder and decoder
can correct these mistakes automatically. And finally, the text information will be dis-
played on a screen. The text should have similar semantic information but not necessarily
the same words. The text example could be like “There are 15 people waiting in a line.”
The communication should be quick and without losing semantic information.
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2.4.2 Requirements and Verifications

Requirements Verifications

MCS needs to successfully transmit text in-
formation without any error from UAV to
smart devices, and display it on a screen.

The first test is to transmit some sample
words from one smart device to another by
the required time. Also, another test on
UAV will be given to check data transmis-
sion between subsystems.

The time for transmission should be less
than 0.5s for each sentence with about 10
words.

The delay due to the transmission should
be less than 0.5s. Besides, the transmission
of text information needs to achieve 90%
accuracy without affecting understand-
ing.

2.5 Tolerance Analysis

2.5.1 UAV mechanical, balance and dynamic Subsystem (UAVS)

The most important part of this subsystem is the battery. The insufficient power supply
of the battery will lead to slow processing of all parts, and too large power supply voltage
will make the UAV’s power too high, or even spontaneous combustion. Faced with this
problem, we decided to set the voltage at 11.1V, so that the power of the drone would not
be too high, and timely alarm when the battery level was below 50%, so that the drone
would not crash due to loss of power. In order to obtain stable voltage, we also use an
ultra battery elimination circuit (UBEC).

2.5.2 Lighting Semantic Extraction Subsystem (LSES)

As for the LSES, motion blur may occur when there is a relative movement between the
camera and the object being captured. This problem can be reduced using techniques
such as deconvolution [8], which attempts to reverse the blurring effect by estimating
the motion blur kernel and applying an inverse filter to the image. Also, lens distortion
may occur when the lens of the camera does not produce a perfect image, resulting in
image distortion or aberrations. This problem can be corrected using techniques such as
barrel distortion correction [9] or perspective correction [10]. We have successfully tested
Yolov5s pre-trained model on our new dataset. The mAP on average is 50.2%. In this
task, We have less space and computing power to process images since we have to place
the processor on the drone. In this regard, we build models that are as efficient as possible
and focus on specific application scenarios. If necessary, we may need to purchase more
advanced processors.
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2.5.3 Mutual Communication Subsystem (MCS)

For MCS, noise, like intermodulation distortion, may occur when multiple signals with
different frequencies are combined, resulting in the creation of new signals at frequencies
that were not present in the original signals. This problem could be solved by using
the Channel Encoder Decoder and other filters to remove unwanted frequencies or other
errors.

Besides, the semantic channel capacity of a discrete memoryless channel [4] is ex-
pressed as

Here I(X;V ) is the mutual information between the source, X , and the transmission
task, V . Here p(Z|X) is the conditional probabilistic distribution that refers to a se-
mantic coding strategy with the source, X , encoded into its semantic representation,
Z, and H(Z|X) means the semantic ambiguity of the coding. HS(V ) is the average
logical information of the received messages for the task V . Then here we can see that
if we could make HS(V ) be bigger than H(Z|X), the semantic channel capacity could
be always bigger than 0. That means the receiver can handle the semantic ambiguity.
For our design, this is easy to accomplish.
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3 Cost and Schedule

3.1 Cost

First, for our labor cost, we assume everybody’s hourly wage is ¥100/hour, and we need
to work for 10 hours/week for all four people. And we need to do this for the following
10 weeks this semester. So for this part, our fixed development cost is :

4 · 20CNY

hr
· 10hr
wk

· 10wks · 2.5 = 20000CNY

Then, since only one person is needed to operate the drone, we don’t need a lot of bulk.
For the parts and manufacturing prototype costs, it’s estimated ts ¥2946 each:

Part Vendor Cost (prototype) Cost (bulk)

Professional aerial
photography UAV
(CK10pro)

Taobao ¥1888 ¥50

8GB Raspberry Pi
(4B; generic)

Taobao ¥728 ¥20

200W pixels
Monocular Camera
(Reshi Technology)

Taobao ¥150 ¥20

WiFi module (Small
R Technology;
MT7620)

Taobao ¥50 ¥40

Total Taobao ¥2816 ¥130

Then we add two parts together, our total development cost should be ¥22946.

3.2 Schedule
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4 Ethics and Safety

A number of potential ethical and safety issues had to be considered in our project. First
of all, both the UAV and the Raspberry Pi board need to be powered by batteries, which
cannot be replaced by other power sources. So the stability and safety of the batteries are
an important part of ensuring the success of the project. According to the ECE445 bat-
tery safety document[11], we will understand the battery specifications before installing
the battery, test the battery circuit packaging, charging and discharging, and the oper-
ating temperature, and pay attention to the isolation from other work areas such as the
transmission module and the Raspberry Pi board to avoid impact.

In addition to this, as the drone is flying work outdoors, the weather will cause problems
such as short circuits in our work area, which will affect our work. Therefore, we will
follow IP66 standard to make the working area of the drone waterproof, so that it can
operate normally even in the rain and snow.

Also, given that the drone needs to be manned, I need to make sure that the drone can fly
safely and avoid collisions with people or other objects to reduce the risk of maneuvering.
Currently, I decided to add sensors and GPS modules to determine the location of the
drone. In addition, I will use the programming software to achieve special circumstances
such as an automatic landing function. These measures maximize the safety of drone
maneuvering.

In addition to the manipulation method, when choosing the flight area and time period,
we also need to ensure that the drone will not cause threats and interference, and avoid
flying in densely populated areas and flight-restricted areas. When flying, we need to
comply with local regulations and rules to ensure that my project is operating within legal
limits. Because our tests and demonstrations are conducted on the campus of Zhejiang
University, according to the school’s guidelines [12], we need to apply to the school in
advance before the drone flight.

According to the Institute of Electrical and Electronics Engineers(IEEE) Code of Ethics 1
“to protect the privacy of others, and to disclose promptly factors that might endanger
the public or the environment;”[13], we promise that the data set used in the project will
seek the permission of the owner, and the collected images will also be cleared after use
in order to protect information security. The final result of the project cannot be used in
any scenario that infringes on public information and privacy.

According to IEEE Code of Ethics 5 “to seek, accept, and offer honest criticism of tech-
nical work, to acknowledge and correct errors” and “credit properly the contributions of
others;” [13] We will take the problems that may occur in the whole process of the project
seriously and correct it in time. For example, we need to adjust the index and model if the
simulation result is not as expected. Also, the references involved and other open-source
references will also be correctly referenced and identified with permission.
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