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Introduction
The visually impaired are a unique demographic who face many 
challenges that still have not been fully addressed. 

Two major problems they face are: 

⬡ Reading: Reading any kind of text can be burdensome and 
audiobooks or braille options are often inaccessible

⬡ Mobility: Navigating environments is crucial in our lives and can 
also be burdensome for the visually impaired without 
assistance 
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Objectives

⬡ Developing tools to cater to these key 
difficulties the visually impaired encounter on 
a daily basis 

⬡ Create a compact and convenient solution 
that solves these two issues of reading and 
navigation for the visually impaired
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Our Solution

Multi-purpose assistive eye 
glasses with real-time reading
and obstacle detection capabilities.
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Physical Design
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Block Diagram
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Reading Module

⬡ User wears glasses and looks at 
text to be read

⬡ Reading module uses OCR to 
detect and process the text

⬡ Reads out text using to user using 
text-to-speech
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Reading Module
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https://docs.google.com/file/d/1QEuA1JDG0jRn3N-tMkBWeOOYEFpOQwjf/preview


Reading Module
⬡ After a short button press, the Pi Camera’s 8-megapixel sensor 

captures high quality images of the text

⬡ Image is pre-processed for more accurate text detection using 

OpenCV libraries

∙ Grayscale

∙ Thresholding

∙ Skew correction

∙ Cropping

∙ Page Segmentation
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Preprocessing
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11
93% Accuracy



Reading Module

⬡ We use Google Tesseract, an Optical Character 

Recognition (OCR) engine to process the image and 

convert it to text.

⬡ Text is used in the text-to-speech conversion 

component and is sent to the user feedback module 

to be read aloud to the user.
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Requirement & Verification #1
⬡ The reading module must read out unobstructed text within a 

distance of 30 cm (1 foot) with an accuracy of  >= 85%.

∙ We verified this requirement by wearing the glasses and placing 

various books and pages of text at a distance of 1 foot from the 

glasses.

∙ We tested this out with various fonts and font sizes by printing them 

out on pages of text. We found that our Reading Module can 

accurately read fonts of Times New Roman, Arial, Calibri, Garamond, 

Verdana, and Helvetica for sizes 12 pt to 60 pt.
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As expected, the accuracy reduces with the size of the font. We see a small outlier in the 
font size change from 14pt to 12pt, however we can account for this by considering other 
factors of the pictures, ex: Lighting, quality of picture etc. 



Requirement & Verification #2
⬡ The reading module must be able to process a page of text and 

send the result to the audio system in <= 3 minutes. 

∙ We verified this requirement during all of our testing of 

various pages.

∙ Once our reading module starts reading the page, it takes 

30 seconds on average to start reading it out aloud. 
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Obstacle Detection Module

⬡ Detects and alerts users of 
obstacles in their path for safe 
navigation

⬡ Ultrasonic sensors mounted on 
the glasses detect obstacles 
ahead of the user and within an 
angle of 45 degrees
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Obstacle Detection Module
⬡ Upon long button press, microcontroller 

activates output pin to generate a high 
signal of at least 10 µS 

⬡ Trigger pin of the ultrasonic sensors will 
transmit eight 40 kHz ultrasonic pulses 
and check if it receives any signals back

⬡ Time it takes for signal to be received is 
sent to microcontroller and used to 
calculate the distance of the obstacle from 
the user
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Obstacle Detection Module
⬡ Provided the sensors are angled 45 

degrees downwards, we calculated 
our best, worst, and average case 
scenarios

⬡ Best case: Object detected two inches off floor 

directly below user.

⬡ Average case: Object detected around knee 

level and about 3 feet, for user walking with 

head facing forward. 

⬡ Worst case: Object detected 5 feet away at a 

height of 2 feet
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As we calculated in the Tolerance Analysis, the minimum height detected at the feet of 
the user is around 2 inches, and at the maximum distance of 5 feet, the minimum height 
detected it increases to a little over 2 feet.



Requirement & Verification #1
⬡ Ultrasonic sensors should detect objects within <= 2 meters and 

a combined 50 - 60 degree field of view. 

∙ We verified this requirement by setting up an experimental 
environment with obstacles at various distances and angles. 

∙ We ran our obstacle detection module and ensured obstacles 
were detected within the angles necessary for our 
requirement and the calculated distances (from the previous 
slide) aligned with our pre-measured distances.
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Requirement & Verification #2
⬡ Accelerometer must detect if the user is in motion, i.e. if the linear 

acceleration is greater than 1 m/s2, and start the obstacle 
detection process. 

∙ We did not end up meeting this requirement and the 
verification.

∙ This was due to the delays in the delivery of our initial PCBs, 
which caused us to realize the flaws in our design close to the 
final demo, and by the time we got our final working PCB 
delivered, we did not have time to integrate the accelerometer.
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Conclusion
STRENGTHS
85-95% accuracy of text 
recognition, clear text to speech 
delivery, and detection of 
obstacles on either side of user 
within 2 meters

WEAKNESSES
Physical design constraints 

with size of glasses and 
camera positioning 

Enhancing lighting for camera 
and increasing user friendliness 
of product

OPPORTUNITIES

PCB and accelerometer 
integration as a result of PCB 
delivery delays and soldering 

issues    

FAILURES



Future Work
⬡ We really hope our product will facilitate the way in 

which the visually impaired go about their daily lives 

⬡ Future work

∙ Include enhanced lighting features for poor lighting 
and shadows for reading module

∙ Improve overall compactness of the design with 
minimum external wiring and smaller components  

∙ Make design more user-friendly and accessible with a 
mobile application instead of a push button 
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Thank 
You!

Questions?


