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EXAM 3

Friday, December 8, 2023, 1:30-4:30pm

• This is a CLOSED BOOK exam.

• You are permitted three sheets of handwritten notes, 8.5x11.

• Calculators and computers are not permitted.

• Don’t simplify explicit numerical expressions.

• If you’re taking the exam online, you will need to have your webcam turned on. Your exam will
appear on Gradescope at exactly 1:30pm; you will need to photograph and upload your answers
by exactly 4:30pm.

• There are a total of 200 points in the exam. Each problem specifies its point total. Plan your work
accordingly.

• You must SHOW YOUR WORK to get full credit.

• This exam contains roughly 17% material from the first third, and 17% material from the second
third, and 66% material from the last third of the course, of course.
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Linear Algebra: If A is tall and thin, with full column rank, then

A†b = argminv‖b−Av‖2 = (ATA)−1ATb

If A is short and fat, with full row rank, then

A† = AT (AAT )−1

Orthogonal projection of x onto the columns of A is x⊥ = AA†x. Orthogonal projection onto the rows
of A is x⊥ = A†Ax.
Image Interpolation

y[n1, n2] =

{
x
[
n1

U ,
n2

U

]
n1

U ,
n2

U both integers

0 otherwise
, z[n1, n2] = h[n1, n2] ∗ y[n1, n2]

hrect[n1, n2] =

{
1 0 ≤ n1, n2 < U

0 otherwise
, htri[n] =

{(
1− |n1|

U

)(
1− |n2|

U

)
−U ≤ n1, n2 ≤ U

0 otherwise

hsinc[n1, n2] =
sin(πn1/U)

πn1/U

sin(πn2/U)

πn2/U

Barycentric Coordinates x1
x2
1

 = β1x1 + β2x2 + β3x3 =

 x1,1 x1,2 x1,3
x2,1 x2,2 x2,3

1 1 1

 β1
β2
β3


DTFT, DFT, STFT, Griffin-Lim

X(ω) =
∑
n

x[n]e−jωn, x[n] =
1

2π

∫ π

−π
X(ω)ejωndω

X[k] =

N−1∑
n=0

x[n]e−j
2πkn
N , x[n] =

1

N

N−1∑
k=0

X[k]ej
2πkn
N

Xm(ω) =
∑
n

w[n−m]x[n]e−jω(n−m), x[n] =

∑
m

1
N

∑N−1
k=0 Xm

(
2πk
N

)
ej

2πk(n−m)
N∑

m w[n−m]

Xt(ω)← STFT {ISTFT {Xt(ω)}} , Xt(ω)←Mt(ω)ej∠Xt(ω)

Neural Nets

h
(`)
i,k = g(z

(`)
i,k), z

(`)
i,k = b

(`)
k +

p∑
j=1

w
(`)
k,jh

(`−1)
i,j

dL
dz

(`)
i,k

=
dL
dh

(`)
i,k

ġ(z
(`)
i,k), σ̇(x) = σ(x)(1− σ(x))

dL
dh

(`−1)
i,j

=
∑
k

dL
dz

(`)
i,k

w
(`)
k,j ,

dL
dw

(`)
k,j

=
∑
i

dL
dz

(`)
i,k

h
(`−1)
i,j
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Viola-Jones

II[m,n] =

m∑
m′=1

∑
n′=1n

I[m′, n′], 1 ≤ m ≤M, 1 ≤ n ≤ N

εt =
∑
i

wt(xi)|yi − ht(xi)|, wt+1(xi) = βtwt(xi), βt =
εt

1− εt

h(x) =

{
1
∑
t αtht(x) > 1

2

∑
t αt

0 otherwise
, αt = − lnβt

Hidden Markov Model

αt(j) =

N∑
i=1

αt−1(i)ai,jbj(xt), 1 ≤ j ≤ N, 2 ≤ t ≤ T, α̂t(j) =

∑N
i=1 α̂t−1(i)ai,jbj(xt)∑N

j′=1

∑N
i=1 α̂t−1(i)ai,j′bj′(xt)

βt(i) =

N∑
j=1

ai,jbj(xt+1)βt+1(j), 1 ≤ i ≤ N, 1 ≤ t ≤ T − 1

γt(i) =
αt(i)βt(i)∑N
k=1 αt(k)βt(k)

, ξt(i, j) =
αt(i)ai,jbj(xt+1)βt+1(j)∑N

k=1

∑N
`=1 αt(k)ak,`b`(xt+1)βt+1(`)

a′i,j =

∑T−1
t=1 ξt(i, j)∑N

j=1

∑T−1
t=1 ξt(i, j)

, b′j(k) =

∑
t:xt=k

γt(j)∑T
t=1 γt(j)

Gaussians

pX(x) =
1

(2π)D/2|Σ|1/2
e−

1
2 (x−µ)

TΣ−1(x−µ)

µ′i =

∑T
t=1 γt(i)xt∑T
t=1 γt(i)

, Σ′i =

∑T
t=1 γt(i)(xt − µi)(xt − µi)T∑T

t=1 γt(i)

PCA

X = [x1 − µ, . . . ,xM − µ] , Σ =
1

M − 1
XXT

Σ = UΛUT , UTΣU = Λ, UTU = UUT = I, X = UΛ1/2V T

RNN and LSTM

dL
dh[n]

=
∂L
∂h[n]

+
∑
m

dL
dh[n+m]

∂h[n+m]

∂h[n]

i[t] = σg(wix[t]+uih[t−1]+ bi), o[t] = σg(wox[t]+uoh[t−1]+ bo), f [t] = σg(wfx[t]+ufh[t−1]+ bf )

c[t] = f [t]c[t− 1] + i[t]σh (wcx[t] + uch[t− 1] + bc) , h[t] = o[t]σh(c[t])
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1. (23 points) Consider an STFT computed with a 200-sample Hamming window w[n], and with 199-
sample overlap between neighboring frames. In the time domain, the signal is x[n] = δ[n − 490].
Find the corresponding STFT, Xm(ω), for all m and ω. You may express your answer in terms of
w[n].

Solution:

Xm(ω) =
∑
n

w[n−m]x[n]e−jω(n−m)

=
∑
n′

w[n′]x[n′ +m]e−jωn
′

=
∑
n′

w[n′]δ[n′ +m− 490]e−jωn
′

= w[490−m]e−jω(490−m)
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2. (23 points) Consider a discrete-observation HMM with transition probabilities ai,j = Pr{qt =
j|qt−1 = i}, observation probabilities bj(k) = Pr{xt = k|qt = j}, and initial state probabilities
πi = Pr{q1 = i}. Suppose that you have already computed αt(i) = Pr{x1, . . . , xt, qt = i} for all
frames in the range 1 ≤ t ≤ 8, but after frame 8, the input becomes unavailable. Since intelligence
is the ability to predict the future, you decide that you want to guess what the observations will be
two frames later. What is Pr{x10 = `|x1, . . . , x8}? You may write your answer in terms of πi, ai,j ,
bj(k), and/or αt(i) for any values of i, j, k, t that you find to be useful.

Solution:

Pr{x10 = `|x1, . . . , x8} =
Pr{x10 = `, x1, . . . , x8}

Pr{x1, . . . , x8}

=

∑
i

∑
j

∑
k α8(i)ai,jaj,kbk(`)∑

i α8(i)
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3. (22 points) Suppose you have just finished training an adaboost classifier. The adaboost training
algorithm has chosen a sequence of feature definitions x1, . . . , xT , and a sequence of signs pt ∈
{−1, 1}, thresholds θt ∈ <, and weights αt ∈ < such that the weak classifiers and strong classifier
are given by

ht(x) =

{
1 ptxt < ptθt
0 otherwise

(1)

h(x) =

{
1
∑T
t=1 αtht(x) > 1

2

∑T
t=1 αt

0 otherwise
(2)

Now, suppose that you wish to implement your adaboost classifier using a standard two-layer fully-
connected network architecture, i.e., you wish to choose some nonlinearities g1(·) and g2(·), some
weight matrices W1 and W2, and some bias vector b1 and bias scalar b2 such that

h(x) = g2 (b2 +W2g1 (b1 +W1x)) (3)

Specify g1(·), g2(·), W1, W2, b1 and b2 in terms of pt, θt, and αt so that Eq. (3) computes the same
function as Eq. (2).

Solution: To satisfy

ht(x) =

{
1 ptxt < ptθt
0 otherwise

,

we use

g1(x) = u(−x)

W1 = diag(p1, . . . , pT )

b1 = [−p1θ1, . . . ,−pT θT ]T

or any equivalent. To satisfy

h(x) =

{
1
∑T
t=1 αtht(x) > 1

2

∑T
t=1 αt

0 otherwise
,

we use

g2(x) = u(x)

W2 = [α1, . . . , αT ]

b2 = −1

2

T∑
t=1

αt

or any equivalent.
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4. (22 points) You have a database of N vectors, xi ∈ <D, 1 ≤ i ≤ N . You want to find their pair-wise
Mahalanobis distances,

dΣ(xi,xj) =
√

(xi − xj)TΣ−1(xi − xj)

Your friend recommends that you first compute the principal component vectors yi = [yi,1, . . . , yi,D]T =
V T (xi − µ), where V = [v1, . . . ,vD] are the eigenvectors of Σ, then find the following weighted
Euclidean distance:

dPCA(xi,xj) =

√√√√ D∑
k=1

1

λk
(yi,k − yj,k)2,

where λk is the eigenvalue of Σ corresponding to vector vk. Prove that dPCA(xi,xj) = dΣ(xi,xj).

Solution:

d2PCA(xi,xj) =

D∑
k=1

1

λk
(yi,k − yj,k)2

= (yi − yj)TΛ−1(yi − yj)
= (xi − xj)TV Λ−1V T (xi − xj)
= (xi − xj)TΣ−1(xi − xj)
= d2Σ(xi,xj)
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5. (22 points) A random vector x = [x1, x2]T ∈ <2 is Gaussian with mean µ = 0 and with the following
covariance:

Σ =
1

5

[
1 −2
2 1

] [
2 0
0 0.5

] [
1 2
−2 1

]
The pdf pX(x) has the following form:

pX(x) =
1

2π|Σ|1/2
e−

1
2x

TΣ−1x

The maximum of the pdf is pX(0) = 1
2π . Sketch the set of points {x : pX(x) = 1

2πe2 }. Label the
[x1, x2] coordinates of the two points on this contour that are farthest from the origin, and of the
two points that are closest to the origin.

Solution: pX(x) = 1
2πe2 if and only if

1

2
xTΣ−1x = 2

1

2
yTΛ−1y = 2

y21
2

+
y22
0.5

= 4

The four extreme points are (y1, y2) = (±4, 0) and (y1, y2) = (0,±1). Since y1 = vT1 x and
y2 = vT2 x, these points correspond to

x = ±4v1 = ±2
√

2√
5

[
1
2

]
, (farthest points)

x = ±v2 = ±2
√

2√
5

[
−2
1

]
, (nearest points)

The sketch is an ellipse centered at the origin, with its long axis along [1, 2] and its short axis
along [−2, 1].
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6. (22 points) An RNN computes an output sequence Ŷ = [ŷ1, . . . , ŷT ] ∈ <K×T from an input
sqeuence X = [x1, . . . ,xT ] ∈ <D×T according to the following rule:

ht = tanh (Uht−1 + V xt)

ŷt = Wht,

where h0 = 0, and where U ∈ <M×M , V ∈ <M×D, and W ∈ <K×M are some weight matrices.
The loss is L = 1

2

∑T
t=1 ‖yt − ŷt‖2, where yt ∈ <K are some target vectors. Find dL

dht
in terms of

U , V , W , yt, ŷt, xt+1, ht, and/or dL
dht+1

. You may write your answer in terms of tanh′(x), which

is the matrix whose (i, j)th element is d tanhi(x)
dxj

.

Solution:

dL
dht

=
dL
dŷt

∂ŷt
∂ht

+
dL

dht+1

∂ht+1

∂ht

= (ŷt − yt)TW +
dL

dht+1
tanh′(Uht + V xt+1)U
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7. (22 points) A neural net is a universal approximator only if the hidden layer has a nonlinearity.
Without the nonlinearity, any multilayer or recurrent neural net can be rewritten as a simple matrix
multiplication. For example, consider the following RNN:

ht = Uht−1 + V xt (4)

ŷt = Wht, (5)

where h0 = 0, and where U ∈ <M×M , V ∈ <M×D, and W ∈ <K×M are some weight matrices.
This RNN can be rewritten as a linear convolution:

ŷt =

t−1∑
τ=0

Aτxt−τ (6)

Find the matrices Aτ in terms of U , V , W , and τ so that Eq. (6) computes the same function as
Eq. (5).

Solution:

ŷt = WV xt +WUV xt−1 +WU2V xt−2 + · · ·

=

t−1∑
τ=0

Aτxt−τ

Aτ = WU τV
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8. (22 points) Bilinear networks are networks whose outputs depend on the pair-wise products of their
inputs. For example, suppose

zi = xTi Whi

where W ∈ <D×M , hi ∈ <M , xi ∈ <D. Suppose that L = −
∑N
i=1 ln zi. In terms of xi, hi, and/or

zi, find dL
dwj,k

, the derivative of L with respect to the (j, k)th element of W .

Solution:

dL
dwj,k

= −
N∑
i=1

1

zi

dL
dzi

∂zi
∂wj,k

= −
N∑
i=1

xi,jhi,k
zi
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9. (22 points) Consider an LSTM with zero offsets, and with exclusively linear recurrence, i.e.,

i[t] = σ(wix[t]), o[t] = σ(wox[t]), f [t] = σ(wfx[t])

c[t] = f [t]c[t− 1] + i[t] tanh (wcx[t]) , h[t] = o[t] tanh(c[t]),

where σ(x) = 1
1+e−x is the logistic sigmoid. Suppose that all the inputs are x[t] = −∞ with one

exception: x[7] = +∞. Suppose that wo = wf = −1, wi = wc = 1, and c[0] = 0. What is h[100]?

Solution: When x[t] = −∞,

i[t] = σ(−∞) = 0, o[t] = f [t] = σ(+∞) = 1

c[t] = c[t− 1], h[t] = tanh(c[t])

When x[t] = +∞,
i[t] = σ(∞) = 1, o[t] = f [t] = σ(−∞) = 0

c[t] = i[t] tanh(x[t]) = 1, h[t] = 0

So c[6] = c[5] = · · · = 0, but starting at t = 7 we have c[7] = c[8] = · · · = c[100] = 1. At t = 100
we have

h[100] = tanh(c[100]) = tanh(1)
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