UNIVERSITY OF ILLINOIS AT URBANA-CHAMPAIGN

Department of Electrical and Computer Engineering

ECE 417 MULTIMEDIA SIGNAL PROCESSING
Spring 2021

PRACTICE EXAM 3

Exam will be Monday, December 13, 2021, 8:00-11:00am

This will be a CLOSED BOOK exam.

You will be permitted two sheets of handwritten notes, 8.5x11.
Calculators and computers are not permitted.

If you’re taking the exam online, you will need to have your webcam turned on. Your exam will
be provided by e-mail and on zoom at exactly 8:00am; you will need to photograph and upload
your answers by exactly 11:00am.

There will be a total of 200 points in the exam. Each problem specifies its point total. Plan your
work accordingly.

You must SHOW YOUR WORK to get full credit.



1. (20 points) Suppose we're trying to predict the sequence (i, ..., (100 from the sequence x4, ..., Z100-
We want to use some type of neural net (fully-connected, CNN, or LSTM) to compute z1, ..., 2100
in order to minimize the error

| oo
2
= — 2+ —
500 2 (%t — )
t=1
We only have one training sequence (21, ..., Z100,C1,---,(100)-

(a) Suppose we use a fully-connected one-layer neural net, with 10,000 trainable network
weights wy;, and 100 trainable bias terms wyg, such that

100

2L =0 | wgo + g Wi T
Jj=1

where o(z) = 1/(1 4+ ™) is the logistic nonlinearity. Find the derivatives of the error with
respect to the weights (dE/dwy;) and biases (dE/dwyo). Express your answers in terms of z;,
2, and (i for appropriate values of k and j; the terms w;; and wyo should not show up
on the right-hand-side of any of your equations.

Solution:
dE 1
= _ 1_—
dwrg 100(Zk Cr)zr(1 — 21)
dFE 1

dwr, = ﬁ(zk — )z (1 — 21)2;
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(b) Suppose we use a CNN (convolutional neural net) with 99 trainable weights w|[r] and a
single scalar bias term, b, i.e.,

=0 (b—l— Z w[T]xtT>

T=—49

where o(z) = 1/(1 4+ e™%) is the logistic nonlinearity. Find the derivatives of the error with
respect to the weights (dE/dw[r]) and bias (dE/db). Assume that x; = 0 for ¢ <0 or ¢ > 101.
Express your answers in terms of x;, zx, and (i for appropriate values of k and j; the terms
w[r] and b should not show up on the right-hand-side of any of your equations.

Solution:
100
dE 1
b 100 D (= G)a(l—z)
=1
100
dFE 1
dwlr] — 100 (2 = )zl = 2)z0
=1
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(¢) Suppose we use an RNN (recurrent neural network) with just one scalar memory cell

whose weights and biases are w, u, and b:
2zt = o(uxy + wzi—1 + b)

Find the derivatives of the error with respect to the weights and biases (dF/du, dE/dw, and
dE/db). Express your answers in terms of z;, z;, and ( for appropriate values of k and j;
the terms u, w and b should not show up on the right-hand-side of any of your
equations. You may express your answer recursively, or your answer may contain summation

(37) and/or product ([]) terms.

Solution:
AE _ 0B | B 0an
dZt o 3zt dZt+1 Gzt
1 dE
= 100 #t — )+ Tt ze+1(1 = ze41)w
dE f dE 0z
db dz Ob
100
= Z T%Zt ]. - Zt)
4B _ 5~ dB 0z
du — dz; Ou
100
dE
= d—zt(l —z1)x
=1 42t
4B _ 5~ dE 0z
dw — dz; Ow
100
dE
Z th(l - Zt)Zt 1
2t
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(d) Suppose we use an LSTM (long-short-term memory network) whose weights and biases
are pre-specified: u. = 1, and all of the other weights and biases are zero:

b =0,uc=1,w, =0,bf =0,ur =0,wr =0,b; =0,u; =0,w; =0,b, =0,u, =0,w, =0

flt] =o(upze +wpze—1 +by),  it] = o(uixe + wize—1 +b;),  o[t] = o(uors + woze—1 + bo)
clt] = fltle[t — 1] + i[t]o (uexs + weze—1 + be), 2zt = o[t]c]t]

Assume that c[t] =0 for t < 0. Express z; in terms of o(z;) for 0 <t < 100. Your answer

should NOT contain any of the variables c[t], f[t], i[t], or o[t]. Your answer may
contain a summation (}°). You may find it useful to know that o(0) = 3.

Solution:

ot — 1]+ Yo(z)

clt] = 5

Zt =
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2. (20 points) In class, we have been working with the exponential softmax function, but other forms
exist. For example, the polynomial softmax function transforms inputs b, into outputs 2z, according

to

by
2L = D
S B
for some constant integer power, p. The cross-entropy loss is

1 (=1
E=- ; Celnz, Co= { 0 otherwise

Find gTE for all j.

Solution: Define

1 5=/
dje = )
0 otherwise

Then

OB ~Go (P70 o
Obj G\ Xl (S0
Actually, that’s an adequate solution. But if we want, we could simplify it:
ok D
gz _ E o (50— 2
ab7 ; b7 CE ( je Z])

P p
=75, (Gje- — 25) = 3 (G —2)
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3. (20 points) Suppose you have a 10-pixel input image, x[n]. This is processed by a one-pixel “con-
volution” (really just multiplication by a scalar coefficient, w), followed by a stride-2 max pooling

layer, thus:

aln] = wzn], 1<n <10

y[k] = max (0, max a[n}) ,1<k<5
2k—1<n<2k
B

Suppose you know the input z[n], and you know e[k] = %[k]. Find 22 in terms of z[n] and €[k].

Solution:

g% - kile[k]x { argmax a[n]}

2k—1<n<2k
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4. (20 points) Suppose that you have a training dataset with n training tokens {(&1,¢1), ..., (Zn, (o)},
where #; = [zs1,...,2;]7, and §; € {0,1}. You have a one-layer neural network that tries to
approximate (; with z;, computed as z; = o ('U_}'T.fi), where o(+) is the logistic function, and @ is a
weight vector. Suppose that you want to maximize the accuracy of z;, but you also want to make
wTZ; as small as possible. One way to do this is by using a two-part error metric,

1 1 <
— ’Ll 7 1_21 ]-_Z o T
n;g“nz ¢i)In(1 — z) Znwa

Find VgzFE, the gradient of E with respect to .

Solution:
1 n
== ((1=C)zi — G(1 — z) + " &) 2
i=1

3
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5. (20 points) Consider a scalar LSTM, with a scalar memory cell, input gate, output gate, and forget
gate, related to one another by scalar coefficients a;, b;, a0, bo, a5, bs, ac, be as follows:

input gate = o(b;z[n] + a;cln —1]), 1<n

in
o[n] = output gate = o(box[n] + aocln —1]), 1<n
1<n

n| = fnlce[n — 1] +i[n] (bex[n] + accn — 1)), 1 <n

[n] =
[n]
f[n] = forget gate = o(byx[n| + aycln — 1]),
[n]
[n] = o[njc[n], 1<n

ymn

Suppose that the network is initialized with b; = b, = by = a; = a, = ay = a. =0, and ¢[0] = 0. In
fact, the only nonzero coefficient is b, = 1. Under this condition, find a formula for y[n] in terms of
the values of z[m], 1 < m < n. No variables other than z[m] should appear in your answer. HINT:

o(0) =1/2.

Solution:
n 1 n—m-+2
(3)
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6. (20 points) In class, we have been working with nodes in layers, but a neural net can also be defined

as a fully-connected graph, with every node connected to every other node. For example, suppose
there is a scalar input x, and

Yo =
-1

azzzwekyk, 1<4<L
k=0

yo=ol(ag), 1<L<L
L

1 2
E=3 > (e — i)
=1
Define the back-propagation error to be d, = s—(ﬁ. Find an algorithm that computes §, for all
1<¢<L.
Solution:

L
0 = ((ye —yi)+ Z 5kwkl> o' (ae)

k=0(+1

L
= ((yg —y)+ Z 5kwkl> ye(1 —ye)

k=0+1
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7. (20 points) A convolutional layer leads to convolutional back-propagation. In the neural net liter-
ature, however, convolution is sometimes replaced (without comment!) by correlation, resulting in
something like the following, where x[m1, mso] is the input and u[m, ms] are the network weights:

afny,na] = Z Zu[ml — ny, Mg — Najx[my, ma)

mi1 Mmo
Suppose the error, E, is some function whose partial derivatives e[ni,ns] = % are known.
Define §[mq, mso] = m. Find é[mq,m2] in terms of €[nq, no].

Solution:
d[mq,ma] = ZZ €[na, nalulmy — nq, mae — o)

ni n2
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8. (20 points) Suppose you have a dataset containing audio waveforms, #;, each matched with two dif-
ferent one-hot label vectors. The label vector ¢} = [y, ... ,yfq]T, where yj; € {0, 1}, is approximated
by the network output 7; = [yi1, ..., ¥iq)”, where y;; € (0,1). The label vector z} = [z},..., 25"

where z;; € {0,1}, is approximated by the network output 2; = [2i1, .. - zir|T, where z;; € (0,1).

Both y; and Z; are functions of a hidden nodes vector ﬁi as

)

—

9; = softmax (Ufzz)

Z; = softmax (Vi_iz)
where U, V and W are trainable weight matrices, and g(-) is some scalar nonlinearity. Find an error
metric £ such that, by minimizing F/, you can:

e maximize the accuracy of ¢; as an estimate of i

e minimize the accuracy of Z; as an estimate of Z

Solution: There are many, many acceptable solutions. Most are forms of E with two terms:
the first term is reduced as y;;, gets more accurate, the second term is reduced as z;; gets more
inaccurate. For example,

n q n T
E = —%Znyklnyik +%ZZz2}lnzie

i=1 k=1 i=1 4=1
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9. (20 points) Consider an LSTM defined by

i[n] = input gate = o(B;Z[n] + A;cln — 1))

iln] =

dln] = output gate = o(B,Z[n| + Aycln — 1])

fln] = forget gate = o(B;Z[n] + Ascln — 1))

n] = fln] @ ¢ln — 1] +iln] © g (B.a[n] + Acéln — 1])
| =

yln] = aln] © n]

Loy

where the vector cell is ¢[n] = [c1[n], . .., cp[n]]T, and where ® denotes the Hadamard (array) product,
e.g., 0n] © &n] = [or[n]er[n], ..., op[nley[n]]T. Find the derivative 5",

1 j=k

0 ese Define ¢;[n] to be the j*™ element of g (B.Z[n] + A.cn — 1))

Solution: Define 6, = {
and

dcjln]  Odcjln]  Of;n]

Ocjln] _ 0i;[n] 0%;[n)
dcx[n —1] — 9f;[n] dcx[n — 1] + filnldgn +

9isn] desin—1] T 1 Genn — 1]

Now define &n] to be the j™ element of ¢’ (B.Z[n] + Acéln — 1]). We could also define i;[n] to
be the jt element of o’ (B;Z[n] + A;c[n — 1]), but actually we don’t need to, since the derivative
of the logistic function is just i;[n](1—i;[n]). Define a2,,, to be the (m,n)™ element of the matrix
A,, and so on. Then

dc;[n]

Borin—1] ¢jln =115 [n)(1 = filn)ajy + f£iln)osm + &lnlijIn) (1 — i;[n))asy + i;[n]& nlagy
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10. (20 points) A particular two-layer neural network accepts a two-dimensional input vector & =
[x1,22,1]T, and generates an output z = h(¢7 g(UZ)). Choose network weights ¥ and U, and
element-wise scalar nonlinearities h() and g¢(), that will generate the following output:

L 1 |zi] <2and |z2] <2
1 =1 otherwise

Solution: Several solutions are possible. Here’s one.

-1 0 2
1 0 2
U=| 0 -1 2
0 1 2
0 0 1

9(a) = u(a)

' =[1,1,1,1,-3.5]
h(a) = sgu(b)

For this definition to exactly match the problem statement, it’s necessary to define u(0) = 0.
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11. (20 points) Your training database contains matched pairs {(Z1, 1), ..., (¥n,¥n)} where Z; is the it
observation vector, and 7; is the i label vector. For some initial weight matrix W = wn w ' } ,
.. ap

you have already computed the following two quantities:

fo(Z;, W) 1<¢<r, 1<i<n (1)
_i’ivw . .
Orel@, W) 1<0<r 1<k<q 1<j<p, 1<i<n (2)
8wkj
!/
You want to find a new matrix W’ = [ wU w;p } such that J(W') > J(W) (that is, you want

to maximize J), where

TW) =3 yeiln (fo(@, W)
i=1 (=1

Ofe(Z,W)

D and in terms of a step size, 7, such that
J

Give a formula for w;j in terms of wy;, fo(Z;, W),
for suitable values of n, J(W') > J(W).

Solution:

dg(w) dJ (W) Ofe(Z:, W)
Ry

dwkj [(fi, w 8wkj

-~ yei  Ofe(@s, W)
_zi:zé:fe(fi,w) Owg;

In this case we are trying to increase J (W), rather than decreasing it, so the gradient update
should be in the direction of the gradient, not in the opposite direction, thus:

;o Yei  Ofe(Z, W)
Whi =k ¥ ”; ; fel@, W) oy,
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