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Lecture 27 Sample Problems

Problem 27.1

Suppose an RNN has input x[n], and output y[n] = σ(bx[n] + ay[n − 1]). Suppose the error is a binary
cross-entropy between output y[N ] and target t[N ] at time N , i.e.,

E = t[N ] ln y[N ] + (1 − t[N ]) ln(1 − y[N ])

Define

δ[n] =
∂E

∂y[n]

1. Find δ[N ].

2. Find a recursive formula for δ[n] in terms of itself, and in terms of ẏ[n] = σ̇(bx[n] + ay[n− 1]), where
σ̇ is the derivative of the logistic function.

3. Find ∂E
∂b in terms of δ[n], ẏ[n], and x[n].

Problem 27.2

Suppose a GRU has input x[n], and output y[n] = i[n]x[n] + f [n]y[n− 1]. Define

δ[n] =
∂E

∂y[n]

Find a recursive formula for δ[n] in terms of i[n] and/or f [n].
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