University of Illinois Spring 2019

ECE 313: Hour Exam II

Wednesday, April 10, 2019
8:45 p.m. — 10:00 p.m.

1. [646 points] Suppose X is uniformly distributed on [0, 2].

(a) Find E(XQ).
Solution:

(b) Find Fx(1).
Solution:
L1 1

FX(l):P(Xgl):/O Sdu= 5.

2. [104-10+8 points] Three random variables are defined: X is exponentially distributed with
parameter A = 2, Y is Gaussian with N(2,9) and U is uniformly distributed in [0, 1]. Answer
the following:

1

(a) Find a function g such that g(X) = U. Assume that g is non-decreasing and g~ exists.

Show steps for full credit.
Solution: Let ¢ be the value taken by U.
Fy(e) = P{U < ¢} = c= P{g(X) < ¢} = P{X < g '(¢)} = Fx(97'(c))
= Fx(97'(0)) =¢c = g7 '(c) = Fx'(c) = g(c) = Fx(¢)

Since X ~ Exp(2), hence g(X) =1—e2X =T.

(b) Find h such that h(U) = Y. Assume that h is non-decreasing and h~! exists. Show
steps for full credit.

Solution: Let u be the value taken by U and c¢ be the value taken by Y.
c—2
3
— h7(c) = u = ®(

Fy(e) = (552) = PIY < ¢} = P{h(U) < ¢} = P{U < h"1(c)} = Fu(h~(c) = h (o)
c—2

3

Hence, h(U) =30~ 1(U)+2=Y.

(c) Find a function k such that k£(X) = Y. Assume that k is non-decreasing and k~! exists.
Show steps for full credit.

Solution: Let u be the value taken by X and c be the value taken by Y.

) = h(u) =30 (u) +2

= 2) —P{Y <} =P{X<k ')} =Fx(k Y c))=1—e 2

c—2

) = k(u) =c=3d"1(1—-e"2)+2

— () =u=—y (1 - &

Hence, k(X) = 3®~1(1 — e72X) 4 2 = Y. Alternatively, k(X) = h(g(X)) but you need
parts a) and b) to be correct.



3. [12+10 points] Consider the binary hypothesis problem in which the pdfs of X under
hypotheses Hy and H; are given by

1 .
_J 3 if 0<u<2
fo(u) = { otherwise
U if 0<u<1
filu)=<¢ 2—u if 1<u<?2
0 otherwise

with priors m = 2.

(a) Write an expression for the likelihood function A(u) and find the MAP rule.

Solution:
f (u) 2u if 0<u<l1
Auw)y==2"2={ 4-2u if 1<u<?
folu) 0 otherwise

Since, the threshold for the MAP rule is % = 0.5, the likelihood ratio test is given as:

> 0.5 declare H; is true
A(X) { < 0.5 declare H is true

Hence, the MAP decision rule is given by:

1 7
1 <X < 1 . declare H; is true

1
O<X<Z or £<X<2: declare Hy is true

(b) Calculate pmiss, Ptalse-alarm, and error probability pe.
Solution: Since g + 7 = 1 and 71 = 279 =— 7p = %,m = %

1 7 1
Pmiss = P{declare Ho|H;} = P{{0 < X < 1} U {Z <X <2} H} = T
3

1 7
Pfalse-alarm = P{declare H1|HO} = P{{Z <X < EHHO} - Z

1 2 3 1 7

Pe = Pmiss X T1 + Dfalse-alarm X To = TG X g + Z X g = 274

4. [84648 points] Suppose X and Y are discrete-type random variables with the joint pmf
given by
pxy (u,v) = UTJ;)’“ =1,2,v=1,2,3,4.

(a) Find px(u), the marginal pmf of X.
i 4 7
px2)=%+%5% % T, =%

Alternatively, px(u) = 2“1J6r5,u =1,2.

(b) Find P{Y = 2X}
Solution: P{Y =2X}=pxy(1,2) +pxy(2,4) =3+ 2 = =
2




(c) Find px|y(u|2), the conditional probability of X given Y = 2.
Solution: py(2) =32+ 22 =T

= 33
3/32 _ 3 w— 1
= 7’
pX|Y(u|2) = { Z?g; . 9 , O pX|Y(u|2) = L—y’u = 172
7/32 77“‘

. [6+10 points] Suppose X and Y are independent random variables with probability density

3u? 0<u<l1 2 0<wv<l1

functions fx(u) = { 0 else and fy(v) = { 0 respectively.

else,

(a) Find the joint pdf of (X,Y).
Solution: Since X and Y are independent, the joint pdf is
6u?v, 0<u<l, 0<wv<l

fxy(u,v) = fx(u)fy(v) = { 0, else.
(b) Find P{X <Y}.

Solution:
1 v 1 v
PX<Y) = / (/ 6u2vdu> dv :/ v </ 6u2du) dv
o \Jo 0 0

Alternative solution:

P(X<Y) = /01</16uvdv)du:/01u2</u160dv>du
= /Olu 3v2| du:/ol(3u2—3u4)du:<u3—§u5>

2
5




