
LECTURE 15 (March 6th)

TODAY Witness - Preserving Error Reduction for QMA

RECAP Given a QMA Verifier V satisfying with error probability at most =13
there is a new Verifier V' with error probability at most 2-O(h)
which uses the same witness as V

The idea is due to Marriott-Natrors who proposed the following algorithm for

Measure if Measure if ancillas

output qubit are 109X09 or not
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One can think of the above circuit Vas two measurements that alternate
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In order to analyze this , We need a technical tool called Jordan's Lemma

that relates to angle between two subspaces

Angle between two subspaces T

In 2-dimensions
.We define angle between two lines (through origin (

>

#In 3-dimensions
.

We can define angle between two planes / I

In 4-dimensions
.

We have two angles between two 2-D subspaces

Q



Let T = projector on a subspace of CP

i

. e . if we take a rector (4) in C4

#KP) = projection of ((p) on the subspace

Note T= T
,

so projecting again gives the same rector

xample If T= 10XU)
,
then TKLp)=< /(p > (v)

.....
-(

-> projection of
-> los

1Cp) on 103

The question we are trying to answer :

given two projectors T, & T , how do they interact ?

Jordan's Lemma For any two projectorsi2 andMc in 14

(Proof in Lecture) There exist a decomposition of C into orthogonal 1-0 2-dimensionalnotes

subspaces that are invariant under both TL & Tz

Moreover
,
inside each of these two-dimensional subspaces

# and Te are rank one projectors

Eb ... - - bd]

Or in other words
,
there is some basis st

.

both T10 T2 look simultaneously block diagonal
in this basisa moreover each block is of size atmost 2

.

-- I For any vector 10) in Sie
S2= Span[kz .

Dn3 <It
S1 = Span [b, b23 <

I
I

-> spanadaPD π( Es;

I π(v) Es
;I

-

Moreover.T when restricted toSi

T
= /s:

I IiXVil for some Nie Si

similarly, Tzls ;
= IwiXwil for some (wides;

One can define angles := cos" (Krilwi))) as the principal angles between
I the subspaces
[0 ,I

②



5. = Span &10.X , 101] =

Span [1W , 12.3 for some vectors (vt) & (vi)i

orthogonal to 10) & In?
respectively

!x

I-> (wid

Let pi
= cos 8:= Kvilki)12& -

-->
(i)

↓
(with

The lemma easily allow us to understand what happens in we apply TTT

It is clearly block-diagonal in the Jordan decomposition and inside each si

TT2π/s ,

= WiXWillwiXWillViXVil = P : WViXVil
-

Mariott- Watrows Amplification Let V
y
be the QMA verifier with error

We can assume that ↓ proof IT) . I [V
, accepts (ii)) -> (0 , 1)

New Verifier V, Classica Classicalaz

↑

Q -

*---
-

- ...

two outcome POVM

2109X04
.
-109X093

Accept Reject
(42= 1) (a2= 0)

② Accept if a : di+1 for at least half the indices i

- O(n)
Claim If xEL = FIT)

- V's accepts w . p.. 1-2

If x * L = FIT)
- V

, accepts W . p. =
> 2

- O(M)

③



Proof To apply Jordan's Lemma
,
consider the two projectors

-> original QMA
verifier with

# = 109X09 I & T = V, (010 1) V = error

m

output
Sauxillary qubit qubit is O

are all zeros

Them the circuit is

N -.⑭
[Tz

,
I-Th3 [T

, I -T15accept 4

Accept

↳ This is the original verifier V, with 23 success probability

Note that acceptance probability of QMA Verifier UX = max eigenvale of TTzTz

# just restricts the initial states
to the form IT1)Q109)

We now apply Jordan's lemma to obtain 2-dimensional subspaces S1 , S2 . ....

and 1-dimensional subspaces T1 ,
Tz

,
. . . .

and Tls
:

= IiXuil

Tals : = (WiXwil and Pi = Kilwi

Pictorially
-

IIi = Prod Tz = IPCDPPPOD-
We claim that all the one dimensional blocks ofT

,
are zero

otherwise we could choose a witness in Ti and achieve success probability
0 or 1 which contradicts our assumption

So
,

we can focus on the two dimensional subspaces Si's

As we have seen previously-

TT ,T = & PilViXVi

Those max eigenvalve of TTT1 = maximum acceptance prob . of Vy = Max Pi
④



Analysis of new Verifier VI,

Let us analyze what happens when we give us input a vector14) in the 2-dimensional

subspace S
:

= Span[(Vi) ,
Wit>] =

Span 31Wi) .
(wit >3

Recall that = NiXUo and T2 = (wiXWil and applying either one we remainTals
: Is :

in the subspaceSi
1fx

i

Let us look at the case when input = (i) and we apply

<P-
-

..

T IW) M2 first and then Mei

XI Ei i-i
s< P->

-
Xw

,

+

B-

i

-

After applying Me= [lwiXWil
,
IW

,

-

Isi

Wi Iwi -> Accept state (ai's = 1)

"Int itpic # -> Reject state (ai's = 0
↑

probabilit Winost-measurement statee
After applying Mas; = EliXil

,
WitXviF13

(viY -> AcceptState (ai's =1)

wic + + Reject state (ai's
Pi

1:

I
post-measurementprobabilities state

Overall
, if starting state was either (vi) or (vi)

,
we get

w ie ......

Red edges correspond to
Th

"Accept" or "1" outcome

1)

So keep alterating between these four states by applying M1 0 M2

③



Now
- if x-L .

We know that pic for some i and we provide (i) as witness

Son picture looks like

213

10
· suppose we start from (i)o ise

2/3 I [Obtaining "11" or "00") 2
/

-> -

↳
->

So
, if we doliterations

,
atleast 2k of the times a = ait1 in expectation

E success probability is 1-2-o()

If x& L We want to show (4) with all ancilla bits zero (i .e. ((P) is in the subspace
on whichT1 projects)

Note that this

V, accepts with probability = z-O(n) subspace is

spanned by
IV

,
)

,
Nab , ....

If (4) = (i) then the probabilities of red and black edges get switched
and the proof follows

Otherwise
,

one can write ((p) : [xili) and show that probability
of "11" or "00" is still atmost =E ,

no matter the current state

One Application of Witness - preserving- Amplification

Classically we know that NPlog = P where NPlog denotes the complexity class where
witnesses are oclog input-size )

Witness preserving amplification allows one to show a similar characterization for QMA

QMAlg = BQP

You will be asked to show this in the exercises. The proof relies on the fact that witness size
does not increase (too much)

EXTTIME Complete Problems for QMA

⑥



Proof of Jordan's Lemma Consider the matrix T
,
+Tz

This is a Hermititian Matrix and can be spectrally decomposed

π
,
+T = SikilriXvil

We shall show that [Ivi)3's can be partitioned into sets of
size one and two where each set spans an invariant

subspace

Take an eigenvector (vi) : then Tli) + Tzli) = Xili7

① If Tlvi) - Span ((i)) other so is TlVi]

This gives a one-dimensional invariant subspace span E(vi)3

NoteT
,
1
;
) = (i) or (i) = 0

and same for Tz

② If Tri) Span (Ivi)) ,
consider the 2-dimensional subspace

S = span[IviSmT(Vi)3

This is an invariant subspace for T since

# (a(vi) + Bπy(vi)) = xπ(vi) + B πYvi) = (c+ B) π(vi) ES

It is also invariant for T2 since

=
Xilvi) -M2li]

(alvi + BT(vi)) = zri) + Bπ
-

= xilvi) - TlVi)

= a TzlVi)

+ B Tz(Xi(vi) - π2(vi)

- (x + Bx: - B) Tlui)
-
ES

Since T and Tz are both invariant for S. so is T + Tiz

The vector orthogonal to (vi) In S is also some other eigenvector (vj)
It isalso easy to check that I and Th are rank-one projectors when restricted to S


