LECTURE 12 (Febrvary 26™)

TODAY Near -term Ruantum Ad\fantqgc,

Y2- search Frqblem s in BQPO

} Provablc cluanfum qd\/an-l:ag'e A We can instgntiate
nO‘l‘ l.h -BPPD

With o cr)//J-bgrq/Dh)'c, hash jlinc.‘l'lbn
L in NPP } Vcriﬁbble th fol/--l:r'me b)/ classical a‘[f'oﬂ‘.b‘?ﬁzs

But  the FYob‘Em s that the ciuqn'h)m crcot 1o Sohve l'b' can‘'t be l’l’h}?lemem‘cd 0
cury ent clua)'\%‘wn devices Which are no&/ & lmited 4 small- clepz% Com/Du{:a{/bn

Near -£tvm axfen}nenés are based on random circut or boson sam/pling—

Circu (it E @\=

ade

Random _Circot Qam/? Ung )7&1 dom Quantvm —
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Gven a «andom quantum circort  obtained  from a "su'm;ole ! famzb/ , sample
from dhe ovbput  distnbotin

Boson  Sampling ===
n = - N ‘——’ji" m modes Samrlc. ]Qm'n dU‘l:Fui'
PhO‘*fDHS : / / ° dwﬁl}?l)'tlbh Gj' 19030’1
> — sam)’)(r'ng’ QXfen'ment

Random beamsy(&bter_c

These are mear-term, we have some eudence of guantum advantage alifooph there i
stll a lot we dont know but not verifable eq.vl'(}/

Holy-grail = Provable quartum  advantage + Near-term + Venfighle

Now we are g’oiqéo to fotws on Random Civcort Sam/vlzhg & (onsider what evidence
of quantom advantage do we have . We won't cover boson sampling here

Note : Both these fasks ave practically useless Cexcept for maybe generating Yahdomness?
but fmf now we want o demonstrate ciuqn—tum advantage ex/Denh;enfaﬁ/

Warnng : This is a mfidl/ evolving- field and we are only poig” to talk abot some

nival yesolts

Pmctl'cqll)/ It & not clear whether the evidence s vobust in the presence of
noise and whether we have cﬂccﬁ-«'vel)/ demonstrated cZuantum adv ani-q&rc
sine. Hhese  expenments are havel 4o ccale & verdy



Sampling from the oulput distnbvbion of a quantom civeut (s A P-hard

Ls count # solotons 4o

\—___) SAT- formula o SAT Jormola
y> = L 2 110D

f2n  Fefo” Lo output- q/ubl'lr

® [ oubpet is 1] = # Sah‘sfy"nrg\* assighments
2

#P-is coUn‘Hng comﬂex\i;/ class hot a decision one

“The dosest decision class s PP which we recall s the

closs of languapes where poly-time vandomized alpovittms
can do better 4han vandom puessip-

T¢ can alsp be described as

PP = aukPuJo the hfghesjc ordev brt of # solvtions to a 3 P- problem
Ato, oPP o P

So\v(ng' a #P-hard Prohlem s as hord as solvl‘ng' an NP Problun
but & very well-known theorem of Toda Says +that in fac{-

#P \ .
PHe P , S0 1B even move c\u‘ff.‘cul% thah the ehtive Fo\yhom)‘ql hlevarchy

Above we encoded & 3 P-complete problem (#SAT) (n the goise of computing- the accephihce
?robqb?\fly of a quartum dreot exactly

We dont believe ciuqn’am arwks can sohve NP or #P-comfltjre leolcms n Poly—tfme

But this is dffferent from problems in BAP wheve we don't know the exact
acceptance 'Frol:qbf\ih"es

“This seemns Fromisfng but we need simpler classes of guantom circurts
ond meed that this i vobuct 4o €rrorx ¢ holce
which exact Sam}v&hg is not

In order to do #is, we need 4he nohon cyt fod‘{'se(ecél'on L e comFlext‘t)/ class
postBQP



Post BQP

po \y(h')

postselection bits P€ {013
BG7 sutput bit A
circwn'—t

A problem (s in postBRP

~po Y(n)
0 Pf postselech'cgl bits = 0---0) 72 F

(z) !F[ A (s correct | P=0---0]] 3% = This can be am]?llljfeal

We are condfh‘onihg oh ah event of ex/;onen—t('aﬂ)/ small Probab)'};ij/
This 1s not Physfcqlly wable but s a very rowerful theoretical +o0l

Pastseleckion gives a lof of computational - Power

NP Z post BQP

SPeCl‘Gl state
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J2n xefo3” L. 1

16"

F we ?osjcselecl: oh ohd cLubl'{- being 1,

vhnormqlize Iq)): J-e & |0(74_j§|abo(-t—>
= x: Plxl=1

If @ is unsabisfiable measuving fist register gives abor

Otherwise in the worst-Case (P has a sinple satisfying assignment x”
so the unnormqlized sState e

Ji—¢ |'7(*7 + Ve labort)
2r
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We can deﬁne the classical version )OOSHLBPP simi[a/))/ andd the above alco works
for Fost BPP

“Theovem POS{ BQP = PP

postBQP < PP follows from just minor modiﬁcah'm; ts the BQP =PP
PYoof we caw eqrlier

“The other clrechon is nhon-trivial ond was shown b}i Aavonson

We are not going to cover “he Troef in the lectore hut I mfgh{-
{:vy 0 Thoke an exeruse ovt o:F it

“Theovem PoséBQP: Posl:BPP => PH colquses Lo the third level

NP pp
Proof  Known ryesults say  PostBPP C NPT = Z: and PH<e P P - P*P
—]Tw.c, FostBQP =FostBPP |‘m]>lies
‘F
c] postBPP s
PH&PP)’:PPOS"TQP:P =P3._C_Z'3r q

Now the punchlire is , you con take o simple ctuantom civeoit dlass C

for exanple, 1QP circoks wihich look ke HE"DHO" where D &
a diagonal unitqr/ in te com);ufo&n‘onal bass

These Cirtorts gve way less powerful than BQP but if we give
tem the power of postselection , they become as pewerful as PQA{B&P

“Theovem POSLIG)P = Po:‘cB QP




Now, if there was on exuckt dossica( sam})]tr to SOMP\E from oob]?u-E distnbution
for an IQP civont, then we could classially postselect ahd

Pod:BPP: POStIQP =postBQP = PH collapser

“These circoits cannot Sdlve many yro.blem: bt for the _qpcclj‘:fc probleme
they solve , a classical compurter covld pot Solve them omless PH
QD“Q'PSQS

The same arg’Umﬁh’t also works if we have g rnU”:\'Ph'caﬂ'ue aPFlelmm‘:/‘OM
with o classical sampler |, i.e.

¥ outomes vy, R [classical sampler outpats y) ¢ (-

1+€ ' +£)

P [q/uqntom crcort oubfuts yJ

Caveats O We have shown existence which says in the worst-case
samf)ll'hg' from an IQP circod = hovd c[q:sfca”)/
but if it was a siagle patholopital case, H may not
be usefol zxpew'mcn'tany

Can we say that on average this task s hard ?

@ Agal’h the above assumes exact or mulh'ph‘caﬁve error which (s
not exprrimentally feagble

Can we say that this & stll hard o the clagsical
Sarnflt?r Squle,c from a distnbution that & &-close
in totql variotion distance 7 ‘7) dlassical sumpler

TV distance biw distnbufions P & 9— quantum sum?lcv

2
= 1 \p( ~a( )\ \[\ll‘l = C
= %e{o.n“ PCY7 - ALy ee Q. 4y) 1<yl 07|

Let us see how 4o handle caveat @ fiTSI:

Suppese. @ classical sampler  Outputs {from & distrbution that ic €- close in TV -dist.

“Then, 'Ey [ chcy) -—ClcCy) “l < %

= For 9990 ofy's, PCy) -Geq)| = Z2°
2




From sampling to estimatinp- 'probah]\ities for a vandomized FOIy-’cfme sam]vler ,

B[ A Oupucts ?/J =  *rardom choices ¢hat lead 4o y }“fﬁ“" s a problem in #P
Pol.y(n)
2

A classic vesult of Steckmeyer says that i solutions 40 a ¥P-problem can be muH:l'Pll'ca“l:fVcl):
approximated with a vandomized poly-ime algorithn that has on NP -oracle

Theovem | Let f : o3 — 1013 be the classical samr\er Hhat akes
(S’wc_kmeyer) as inyub de;cn'y’th of circot and Some  vandom lo;ts/ and let y€{0,|3n_

NP
Theve s a FBPP  algorihm that rons in polyln. Vs) time andl
outputs P, Satisfyin
i y ¢ % e [ixs] - Pfo0=y]

€S0 M

APPLy‘mg' Stockmeyer's  vesult with &= l/P°‘Y”" , we geb an ectimate ]37 n 'Fo\)l(n) ~hme

vhere b e (1t L
' Py ( po\,(n)) Fy

18 A | I of £
This means Prmost )3 Py = (H: Po\y(n))B' - (Lt Foly(n))(qyi _7-"_))

A This & trve for

= e [1+ + 0fE ty's. ] .
P) ( ?O}Y(\’l))ql‘y 7."‘) Jco{ mos y any circort C

Now soppose we sample a ~vandom ciroit CE€YC | then

lPC,y [ f;y € (lt plo\nd)) q’)’ t 0(_%)] 7 099

NEXT TIME Starting fvom the above , what othtr assomptions do we heed on C
to onclode that no TV-distance ervor samplev exists ?




