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SLAM example
https://www.youtube.com/watch?v=2dLWqv37sEE

Key concepts/steps:
1. Frame-to-frame tracking (visual odometry)
2. Frames, KeyFrames, Point Maps
3. Local BA, Full BA
4. Relocalization and Loop Closure

https://www.youtube.com/watch?v=2dLWqv37sEE


SfM and SLAM: similarities

• Solve for camera poses and 3D scene points given images

• Correspondence, registration, outlier rejection, and bundle 
adjustment are core problems



SfM vs. SLAM: differences
SfM

• Input is unordered set of 
images

• Focus is on precision, with aim 
to produce a good 3D model

• Offline, one-time process

• Published mainly in vision 
conferences

• 3 papers with more than 1000 
citations

• Complicated

SLAM
• Input is stream of images, stereo, or 

depth and sometimes IMU

• Focus is on speed and robustness, 
with aim to localize camera or robot

• Online process, possibly with 
relocalization

• Published mainly in robotics 
conferences

• 8 papers with more than 1000 
citations

• Very complicated



This class: SLAM
• ORB-SLAM and extensions

– ORB-SLAM 1: technical walkthrough
– Break
– Results of ORB-SLAM 1
– Summary of improvements in ORB-SLAM 2 and ORB-SLAM 3

• LSD-SLAM



2015



ORB-SLAM: three parallel threads
1

2

3



ORB-SLAM data

• 3D position (Xw,i)
• average viewing direction ni
• centroid ORB descriptor Di
• Observable distance range

• Camera pose Tiw
• All ORB features



Tracking Overview

Goal: Achieve fast and robust matching of each frame based on 
points observed in last frame

For each new frame
1. Extract features
2. Localize to previous frame (if possible) or keyframes
3. Find more matching points
4. Potentially add this frame to set of keyframes

This is “visual odometry” and could also be augmented with IMU 
(intertial sensor)



Tracking: Map Initialization

• Extract ORB features at finest scale
• Find correspondences in two frames (current and reference)
• Check whether points are mostly explained by homography H 

or fundamental matrix F
– If F: solve for F and compute E using intrinsic matrix K
– If H: check for valid planar solution
– Get a new reference frame if well-conditioned F or H cannot be found

• Perform bundle adjustment (BA) on two frames and mapped 
points



Tracking: ORB + Initial Pose
• FAST corners + ORB features

– 1000-2000 corners
– Distributed across 8 scales and a grid of cells

• Try to initialize pose using previous frame
– Predict positions of previously observed map points into current frame 

based on constant velocity motion estimate
– Perform wider search if not enough points found

• Else, perform relocalization
– Find candidate matches among existing keyframes with bag of words 

search
– Use RANSAC and PnP to optimize pose and then perform guided search of 

for more map points



Tracking: Track Local Map

• For keyframes that share map points and their neighbors, get 
all map points 

• Find more map point correspondences
1. Project each to current frame, check if in bounds
2. Check that current view angle is within 60 deg of avg for point
3. Check that current distance is within point range
4. Find best matching ORB feature at similar position/scale, and 

associate

• Optimize camera pose wrt associated points 



Tracking: Keyframe Decision

Add current frame as new keyframe Ki if all conditions are met:
1. More than 20 frames since last global relocalization
2. Ready for new: Local mapping idle, or more than 20 frames since 

last keyframe insertion
3. Good tracking: Current frame tracks at least 50 points
4. Not redundant: Current frame tracks less than 90% of points from 

most similar keyframe



Local Mapping Overview

Goal: Jointly refine points and poses of recently 
viewed parts of the scene to reduce drift

1. Update graphs and maps with new keyframe Ki

2. Optimize nearby keyframes and points

3. Remove bad points and redundant keyframes



Local Mapping: Keyframe Insertion
• Update covisibility graph (which other keyframes

see the same points as Ki)
• Update spanning tree, linking with keyframe that 

has most points in common  with Ki

• Compute bag of words for Ki



Local Mapping: Recent Point Culling
• Points are initially kept if

– Point is tracked in at least 25% of expected frames
– Observed in at least three keyframes (after 

initialization)

• Remove points if not enough keyframes (after 
keyframes removed), or high reprojection
error after Local BA



Local Mapping: Point Creation
• Attempt to match any unmatched features in Ki to 

co-visible keyframes
– Use vocab tree and check epipolar constraint

• Triangulate good matches, check reprojection
error, etc.

• Find correspondences in additional connected 
keyframes, similar to “track local map”



Local Mapping: Local BA
• Optimize new keyframe Ki, those 

connected in covisibility graph, and 
points seen by those keyframes

• Discard points that have high 
reprojection error at middle and end of 
process



Local Mapping: KeyFrames culling
• Discard keyframes if at least 90% of its 

observed points are also observed by other 
keyframes at similar or closer distance



Loop Closing Overview

Goal: Find and optimize over long-range 
connections to eliminate drift 

For new keyframe Ki:
1. Vocab tree matching to all non-

connected keyframes and get candidates
2. Find matches with candidates and use 

RANSAC to solve similarity transform
3. Add edges to co-visibility and essential 

graph and perform graph optimization on 
essential graph



Loop: Candidate Detection
• Find BoW similarity of Ki to 

neighbors covisibility graph and set 
threshold S as minimum similarity

• Candidates are keyframes that
– Are not connected to Ki

– Have score greater than S
– Two other connected keyframes in co-

visibility graph also have score with Ki

greater than S



Loop: Similarity Transform 

• Find feature matches between Ki and 
loop keyframe Kl
– Provides 3D to 3D correspondences since 

features are linked to 3D points
• Solve for similarity transform with 

RANSAC
• Optimize camera pose with points 

fixed and perform guided search for 
more matches

• Accept loop closure with Kl if there are 
enough inliers



Loop Closing: Fusion

• Update pose of Ki and its neighbors 
with similarity transform

• Fuse points with Ki that are also 
seen by Kl and its neighbors

• Search for additional points to fuse 
by checking projections and feature 
similarities

• Update covisibility graph to reflect 
fused points



Loop Closing: Optimization

• Essential graph is spanning tree of 
covisibility graph (keeping strongest 
edges in tree structure) plus loop 
closure edges

• Pose graph optimization: Solve for 
pose of each camera that satisfies 
pairwise similarity transforms (edges 
in essential graph) as well as possible

• Update map points to be consistent 
with new poses



Break

https://www.youtube.com/watch?v=8DISRmsO2YQ

https://www.youtube.com/watch?v=8DISRmsO2YQ


Results: NewCollege sequence

Before loop closure After loop closure



Results: NewCollege sequence
• Loop traveled in reverse direction is not matched and thus 

slightly misaligned



Global BA provides only slight 
improvement (because SLAM 
was already working well)



Localization accuracy



• Extension to stereo and RGBD

• Localization mode that localizes to map (without updating 
map) and uses frame-to-frame tracking when off map

2017



• Incorporates IMU (inertial 
measurement unit)

• Maintains several maps so 
can build over multiple 
sessions or start new map if 
tracking lost and merge later

2021







Other notes from ORB-SLAM 3 conclusions
• Main failure of ORB-SLAM is low-texture environments

• “Without question, stereo-inertial SLAM provides the most 
accurate solution”

• Monocular-inertial SLAM almost as good but can break if the 
camera purely rotates

• IMU sensors can be difficult to initialize in slow or steady 
motion



LSD-SLAM [Engel, Schops, Cremers, ECCV 2014]



LSD-SLAM: Overview (Large-Scale Direct SLAM)

• “Direct” visual odometry
– Matching/alignment uses pixel correlation instead of features

• Dense matches in textured/edge regions

• Alignment between keyframes estimates similarity transform 
to account for scale drift

• Depth and uncertainty estimated per pixel









Open problems / research ideas

• Very large scale mapping and relocalization
– Maintain maps of an entire campus or city while keeping to a 

memory budget

• Mix of features types
– KLT for short-range tracking
– ORB/SIFT for medium-range mapping
– Deep features for loop closure and relocalization

• Incorporate single-view depth prediction or completion(?)



Summary

• SLAM uses a combination of incremental (frame-to-frame 
tracking, keyframe addition) and global (pose graph optimization) 
techniques

• SLAM usually aims to be real-time on CPU and principal aim is 
camera localization rather than scene reconstruction

• Compared to SfM methods SLAM methods tend to be robust but 
less precise, i.e. does not get totally lost but not accurate enough 
localization for good MVS
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