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Survey

• Due tonight: put link to pdf on Google drive

• Sign up to review another survey
– Up to 4 reviewers per survey

– See assignment for what to address, 100+ words

– Add link to Google doc

• Question: on Tues have survey groups present or 3D 
recognition papers?



This class: Recognition in Point Clouds

• Problem domain overview

• PointNet / PointNet++

• Octree-based O-CNN

• MinkowskiNet

• 2D/3D BPNet



Tasks

Slide Credit: Yongcheng Liu



Datasets
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Datasets
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General challenges
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Representations

Slide Credit: Yongcheng Liu



CVPR 2017



• Unordered point set as input

– Transform (point  feature) and then max pool.  For example, each point could be mapped to a 
feature that encodes a voxel and then the global feature would represent which voxels are filled.

– Point transformations are independent of other points!

• Robust to geometric transformations

– Predicted 3x3 transformation enables point cloud to be transformed before processing

Regularized



Simple 1D invariance example
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Bins = mapping into 5-dim features

Seven 1-dim points (x’s)

In practice, mapping from 3D points to 1024D features does not need to be as simple as a partitioning 

into 1024 cells, and the mapping is learned

Max pooling



Robust to varying point density

Minimum set of 

points to get same 

features

Maximum set of 

points to get same 

features











PointNet pros and cons

+ Process 1 million points per second on GTX1080 GPU

+ Can incorporate many features (position, color, normal, local 
shape)

+ Many applications: object classification, point labeling, point 
normal estimation, retrieval, keypoint matching

- Limited resolution (due to 1024 global vector)

- Cannot learn local shape features other than occupancy

- Not as accurate as subsequent methods



NeurIPS 2017



• Sampling: iterative farthest point to get N’ cluster centers
• Grouping: Points within ball radius of each cluster center are selected
• PointNet: maps each point from d+C to d+C’ dimensions and maxpools

(encode occupancy of local neighborhood)

• Multi-scale Grouping: apply grouping with different radii in parallel and 
concatenate; train with point dropout

• Feature propagation: in skip links, interpolate feature values and 
concatenate with each point; then pass through 1x1 conv





• Uses 4 layers of PointNet (vs. 3 for classification)

• Operates on a 3x2.5x2.5 m volume of points at a time



PointNet++ pros and cons

+ Improves accuracy: clustering approach enables computing 
features of local geometry

- More complicated than PointNet: more hyperparamters
parameters and more variations between application settings

- 3x (or more) slower than PointNet

- Does not address resolution problem



SIGGRAPH 2017



O-CNN
• Exploits Octree sparsity and organization 

to create efficient data structures for 3D 
convolution (this is the clever part)

• Store average point normals in leaf nodes 
of Octree – only compute over occupied 
nodes

• O(n2) space/time for n resolution, 
compared to O(n3) for voxels

• Simple architecture: multiple convolution + 
batch-norm + relu + pool modules, 
followed by FC layers

• For point labeling, encoding is followed by 
upsampling decoder, similar to UNet



O-CNN – best performing in ScanNet(!?)

https://github.com/Microsoft/O-CNN

https://github.com/Microsoft/O-CNN


Extension to scene completion (CVPR 2020 workshop)

• Complete occluded portion of depth image



O-CNN pros and cons

+ Performs very well

+ Efficient in memory/compute

- Paper describes only use of basic CNN modules, while latest 
updates seem to result in much better performance but not 
well documented



• Minkowski Engine enables 
convolution with sparse 
tensors

– 3D: XYZ

– 4D: XYZ + time

CVPR 2019





ScanNet / Stanford Dataset

• Process entire room fully convolutionally

RGB

Pred

GT



• Good performance due to 
ability for high resolution 
voxelization and deep 
networks





Minkowski pros and cons

+ Framework for sparse convolution

+ Good accuracy, due to ability for deeper networks

• Does not cite O-CNN, so it’s hard to tell how they compare





Bidirectional projection



3D ScanNet

3 views performs best





ScanNet 2D

(mark indicates 2d-3d)



BPNet pros and cons

+ Incorporates both image and 3D features in an elegant way

+ Performs very well

- Must be slow (?)  -- might not be worth complexity vs 
Minkowski or O-CNN



Open problems / research ideas

• MVS point clouds
– Most or all datasets are currently based on laser scans or other detailed 

depth sensors
– MVS is challenging due to noisy and incomplete points

• Automated progress monitoring
– Detect presence/state of building elements given point clouds and images
– Challenges of many element types, long-tail distribution

• Change/deviation detection
– Given two 3D models, identify the important differences, e.g. deviation 

from design or change detection from date to date



Summary

• Early successful approaches (PointNet variety) focus on point-
wise processing, or graph-based approaches in local 
neighborhoods

• Current best-performing approaches (O-CNN, Minkowski) use 
sparse convolution

• Semantic segmentation on MVS point clouds is relatively 
unstudied and may raise new challenges


