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CNN and Daily Mail news
(p, q , a) = (passage, question, answer)

Passage is the news article.
Question is formed in Cloze style, where a single entity 
in the bullet summaries is replaced with a placeholder 
(@placeholder). 
Answer is the replaced entity.

Goal: To predict the answer entity from all appearing 
entities in the passage, given the passage and question.

Passage:
@entity4 ) if you feel a ripple in the force today , it
may be the news that the official @entity6 is
getting its first gay character . according to the sci-
fi website @entity9 , the upcoming novel "
@entity11 " will feature a capable but flawed
@entity13 official named @entity14 who " also
happens to be a lesbian . " the character is the first
gay figure in the official @entity6 -- the movies ,
television shows , comics and books approved by
@entity6 franchise owner @entity22 -- according
to @entity24 , editor of " @entity6 " books at
@entity28 imprint @entity26 .

Question:
characters in " @placeholder "
movies have gradually become
more diverse

Answer:
@entity6 



Data Statistics
• The text has been run through a Google NLP pipeline.

• It it tokenized, lowercased, and entities are replaced
with abstract entity markers (@entityn)

Hermann et al. (2015):
• Such a process ensures that their models are

understanding the given passage, as opposed to
applying world knowledge or co-occurrence.



Entity-Centric 
Classifier

1. Whether entity e occurs in the 
passage, question, its frequency, first 
position of occurrence in the passage

2. n-gram exact match

3. Sentence co-occurrence

4. Word distance

5. Dependency parse match



End-to-end Neural Network 
Passage p: p1 ,..., pm ∈ Rd

Question q: q1 ,..., ql ∈ Rd

Contextual emb.: "𝑝!

Encoding:

Attention:

Prediction:



Results

• The conventional feature-based classifier obtains a 67.9% accuracy on the CNN test set, which actually 
outperforms the best neural network model from DeepMind.

• Single-model neural network surpasses the previous results of Attentive reader by a large margin (over 5%).



Questions to analyze 

i) Since the dataset was created synthetically, what proportion of questions 
are trivial to answer, and how many are noisy and not answerable? 
ii) What have these models learned? 
iii) What are the prospects of improving them? 

To answer these, authors randomly sample 100 examples from the CNN 
dev dataset, to perform a breakdown of the examples.



Breakdown of the Examples
1. Exact Match - The nearest words around the placeholder in the question also appear 

identically in the passage, in which case, the answer is self-evident.
2. Sentence-level paraphrase - The question is a paraphrasing of exactly one sentence in the 

passage, and the answer can definitely be identified in the sentence.
3. Partial Clue - No semantic match between the question and document sentences exist but the 

answer can be easily inferred through partial clues such as word and concept overlaps.
4. Multiple sentences - Multiple sentences in the passage must be examined to determine the 

answer.
5. Coreference errors - This category refers to examples with critical coreference errors for the 

answer entity or other key entities in the question. Not answerable.
6. Ambiguous / Very Hard - This category includes examples for which even humans cannot 

answer correctly (confidently). Not answerable.



Data analysis
Distribution of these examples based on their respective categories:

“Coreference errors” and 
“ambiguous/hard” cases 

account for 25%

Barrier for training models 
with an accuracy above 75%

Only two examples 
require examination of 
multiple sentences for 

inference

A lower rate of challenging 
questions

The inference is based upon 
identifying the most relevant 

sentence.



Per-category Performance 
1) The exact-match cases are quite simple and 

both systems get 100% correct. 

2) Both of systems perform poorly for the 
ambiguous/hard and entity-linking-error 
cases.

3) The two systems mainly differ in 
paraphrasing cases and “partial clue” cases. 
This shows how neural networks are better 
capable of learning semantic matches.

4) The neural-net system already achieves 
near-optimal performance on all the single-
sentence and unambiguous cases.



Authors’ conclusion
I. This dataset is easier than previously realized.

II. Straightforward, conventional NLP systems can do much better on it than previously 

suggested.

III. Deep learning systems are very effective at recognizing paraphrases.

IV. Presented are close to the ceiling of performance for single-sentence and 

unambiguous cases of this dataset.

V. It is hard to get final 20% of questions correct, since most of them had issues in the 

data preparation which decreases the chances of answering the question
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Appendix 1.1: Two models of Hermann et al. (2015) 
for comparison

• Frame-Sematic Parsing

•Attentive Reader



Appendix 1.2: Frame-Sematic Parsing by Hermann 
et al. 

Extracting entity-predicate triples— denoted as (e1, V, e2)—from both the query q and context document d, 
Hermann et al. (2015)  attempt to resolve queries using a number of rules with an increasing recall/precision 
trade-off.



Appendix 1.3:Attentive Reader by Hermann et al.

Document(Passage) Question

Encoding vector of question:
u = 𝑦"(|𝑞|) || 𝑦"(1)

For the document, the output for each token at t: 
𝑦#(𝑡) = 𝑦#(𝑡) || 𝑦#(𝑡)

Authors denote the outputs of the forward and 
backward LSTMs as 𝑦(𝑡) and 𝑦(𝑡) respectively. 

The representation r of the document d is formed by 
a weighted sum of these output vectors:

r = yd s 
The model is completed with the definition of the 
joint document and query embedding via a non-
linear combination: 



Appendix 1.4: Differences between two neural 
models

• Essential: 
• Using of a bilinear term, instead of a tanh layer to compute attention between question 

and contextual embeddings.

• Simplification of a model: 
• After obtaining the weighted contextual embeddings o, authors use o for direct 

prediction. In contrast, the original model in Hermann et al. (2015) combined o and the 
question embedding q via another non-linear layer before making final predictions. 
• The original model considers all the words from the vocabulary V in making 

predictions. Chen et al(205) only predict among entities which appear in the passage. 
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1. THE QUESTION ANSWERING TASK

• Types of Answers:

• Multiple Choice

• Selecting a span of text

• Challenges:

• Understanding Natural Language

• Knowledge about the world



2. EXISTING QA DATASETS

• Reading Comprehension QA datasets

•Open-domain QA datasets

• Answer a question from a large collection

of docs

• Cloze datasets

• Predict missing word (often a named

entity) in a passage

• Performance almost saturated



3. SQuAD COLLECTION PROCESS

3.1 Passage Curation

• Sample 536 articles from top 10k Wikipedia articles

• Extract individual paragraphs (with >500 characters) from each article

• Finally, 23k paragraphs (8:1:1 split)



3. SQuAD COLLECTION PROCESS

3.2 Question-answer collection



3. SQuAD COLLECTION PROCESS

3.3 Additional answers collection

• For robust evaluation

• 2 additional answers for each question in dev/test set

• 2.6% unanswerable



4. SQuAD STATISTICS – DEV SET

4.1 Diversity in answers

• Non-numerical answers categorized by

• Constituency parsers

• POS tags

• Proper nouns categorized by NER tags



4. SQuAD STATISTICS – DEV SET

4.2 Reasoning required to answer

• Sample 4 questions from each article

• Manually label into one or more of the below categories

• Lexical Variation [42%]

• Syntactic Variation [64%]

• Multiple Sequence Reasoning [14%]

• Ambiguous [6%]



4. SQuAD STATISTICS – DEV SET

4.3 Syntactic divergence

• Edit distance b/w unlexicalized dependency paths in the question (Q) and 

the sentence containing the answer (S)



5. METHODS FOR QA

• Candidate answer generation:

• Instead of 𝑂(𝐿2) spans, consider those which are constituents in the 

constituency parse generated by Stanford CoreNLP

• 77.3% answers in dev set are constituents (Upper bound on accuracy of 

such models)



5. METHODS FOR QA

5.1 Sliding Windows baseline

• For each candidate answer, compute unigram/bigram overlap between

question and the sentence containing the answer

• Select the best candidate answer using a Sliding Window approach (Not

clear in paper)

• Add distance based extension to consider long-range dependencies



5. METHODS FOR QA

5.2 Logistic Regression

• Discretize continuous feature in 10 equally-sized bins

• Extract 180 million features for each candidate answer

• Matching unigram/bigram frequency

• Length feature

• Constituent label

• POS tag

• Lexical features

• Dependency tree path features



6. EXPERIMENTS

• Evaluation Metrics:

• Exact Match - % of predictions that match any ground truth answer

• Macro-averaged F1 score – measure average overlap b/w prediction

and ground truth answer (both considered as bag of tokens)



6. EXPERIMENTS



7. CONCLUSION

• Introduced the Stanford Question Answering Dataset (SQuAD) v1.0

containing 100k questions

• Contains a diverse range of QA types

• Human Performance >> Logistic Regression (Scope of

improvement)

• SQuAD v1.1 and v2 created afterwards
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Machine Reading Comprehension

1

• Question: about a paragraph or a document

• Answer: often a span in the document 



Previous SQuAD Dataset

2

• SQuAD 1.1
• Good performance by context and type-matching

• Not robust to distracting sentences

• Reason: Guaranteed correct answers exist in the context

• Limitations: 
• Model only needs to select the related span

• No need to check answers entailed by the text

• Q: How can we make the dataset more challenging?



• Add unanswerable questions about same paragraph (neg. example)

• Two desiderata for unanswerable questions
• Relevance: 

• Unanswerable questions appear relevant to context paragraph

• Benefit: simple heuristics can’t distinguish answerable & 
unanswerable

• Existence of plausible answers:

• Exists some span whose type matches the type of answer 

• Benefit: type-matching can’t distinguish answerable & 
unanswerable

3

Generic Solution



4

An Example



• Employ workers on Daemo crowdsourcing platform.

• Each task consists of an article from SQuAD 1.1.

• Workers are asked to write 5 questions per paragraph

5

Dataset – Creation 



Dataset – Human Accuracy

6

• Dataset statistics

• Hire workers to answer question in dev. & test sets

• Select final answer by majority voting



• Goal: to understand the challenges that neg. examples present

7

Dataset – Analysis 



• Baseline models
• BiDAF-No-Answer (BNA) 

• DocQA w/ ELMo

• DocQA w/o ELMo

• Metrics
• Average exact match (EM)

• F1 scores

8

Experimental Setups



Experimental Results

• Main results

• Observation #1: 
• Best model is 23.2% lower than human accuracy

• Indicate significant room for model improvement

• Observation #2:
• Much larger human-machine gap on two datasets → a harder task

9



Experimental Results

• Comparisons on different neg. example generation
• Against automatic generation by TFIDF and Rule-Based

• Observation:
• Highest F1 score on SQuAD 2.0 is >15.4% lower than automatic ways

• Suggesting automatic ways are easier to detect

10



Conclusion

• A new dataset SQuAD 2.0 with unanswerable questions

• Data creation

• Crowdsourcing

• Experiments
• Indicate the data is more challenging than SQuAD 1.1

• Indicate challenging negative examples compared to automatic 
generation ways

11
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Thank You!
Q & A
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MOTIVATION AND RESEARCH QUESTION

● Do we really need another QA dataset?
● How to solve multi-hop reasoning QA?

- Simple question that stumped a lot NLP systems:
- In which city was Facebook first launched
- Mark Zuckerberg -> Harvard -> Cambridge



FEATURES

Multi-hop Reasoning

HotpotQA

Comparison 
QuestionsText-based, diverse

Explainability



FEATURES: MULTI-HOP REASONING ACROSS 
DOCUMENTS
● Previous work (SQuAD, TriviaQA, etc): When was Chris Martin born?
● Hotpot QA: When was the lead singer of Coldplay born?

● Not the first Multi-hop reasoning QA dataset
● Difference between HotpotQA and previous work?

○ Diverse
○ Not pre-defined by other schema
○ Explainable by supporting factors



FEATURES: OPEN-DOMAIN TEXT-BASED QS AND AS

● Previous work
○ QAngaroo
○ ComplexWebQuestions
○ …

● HotpotQA
○ Not relying on Knowledge base



FEATURES: EXPLAINABILITY

● Previous work: Black box

● HotpotQA: Supporting factors



FEATURES - COMPARISON QUESTION

1. Arithmetic comparison & comparing properties
2. Answer could be yes/no

Examples:

● Who has played for more teams, Michael Jordan or Kobe Bryant? 
● Who was born earlier, Yuri Gagarin or Valentina Tereshkova?



DATA COLLECTION

● Hyperlinks -> Entity Graph
● Bridge entity questions

○ Mark Zuckerberg -> Harvard University -> Cambridge, MA

● Comparison Questions
○ Wikipedia: Lists of lists of lists

● Gave these to Turkers to come up with questions



QUESTION DIVERSITY

● Including:
○ Person, 
○ Group/Organization, 
○ Artwork, 
○ Other proper noun



TYPES OF REASONING

Type I: Build a bridge

“Where’s the US President born?”

Type II: Intersection between two paragraphs

“What contains ice and fire”

Type III: More complex

Zuckerberg -> Harvard -> Cambridge



EVALUATION SETTINGS

● Distractor
○ 2 gold paragraphs + 8 from information retrieval (fixed for all models)

● Fullwiki
○ Entire Wikipedia as context
○ (In this work) 10 paragraphs from IR



EVALUATION METRICS

1. Accuracy of answer
2. Supporting factors

● Joint metric to combine the two

● Baseline Model: BiDAF++ w/ S-Norm



BASELINE RESULTS



ADDING HUMAN EVALUATIONS



CONCLUSION

1. Multi-hop reasoning QA with diversity and explainability

2. New type of comparison question

3. New baseline model:

HotpotQA baseline model is available at https://github.com/hotpotqa/hotpot
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Multi-Hop Reading Comprehension
Answer of given query
can be inferred from
information across
multiple documents.

The new fact is derived 
by combining facts via 
a chain of multiple 
steps.



Problem Statement
oMost of existing QA system limit on answer question from single source

oThis work introduce a method to produce datasets given a collection of query-
answer pairs and multiple linked documents

Task Formalization 

The model consisting the following
oA query q
oA set of supporting documents Sq
oA set of candidate answers Cq

The goal is to identify the correct answer a∗ ∈ Cq



Dataset Construction Method
Use of Knowledge Base

oAssume that there exists a document 
corpus D, together with a KB containing fact 
triples (s, r, o) 
oEx: (Hanging Gardens of Mumbai, country, India) 

oQuery Answer Pair: q = (s, r, ?) and a∗ = o 

oStart From entity s

oTraverse to find type-consistent candidates 



WikiHop
Source

Documents: WIKIPEDIA

Knowledge Base: WIKIDATA 

Bipartite Graph Construction

Edge Structure:
o edges from articles to entities: all articles mentioning an entity e are connected to e

o edges from entities to articles: each entity e is only connected to the WIKIPEDIA article about the entity.

Traverse up to a maximum chain length of 3 documents

Remove samples(1%) with more than 64 different support documents or 100 candidates



MedHop
Source

Documents: research paper abstracts from MEDLINE 

Knowledge Base: DRUGBANK which is KB containing drug information

Dataset Construction

Interacts_with: The only relation for DRUGBANK connecting pairs of drugs
oEx: (Leuprolide, interacts with, ?) 

Edge Structure:
oEdges from a document to all proteins mentioned in it

oEdges between a document and a drug 

oEdges From a protein p to a document mentioning p 



Mitigating Dataset Biases 
Candidate Frequency Imbalance 

osignificant bias in the answer distribution of WIKIREADING. 
o Ex: in the majority of the samples the property country has the United States of America as the answer. 

oSolution: Subsampling so that any answer candidate make up no more than 0.1% of the dataset

Document-Answer Correlations 

ocertain documents frequently co-occur with the correct answer, independently of the query. 
o Ex: if the article about London is present in Sq, the answer is likely to be the United Kingdom

oSolution:
o cooccurrence(d, c):  The total count of document d co-occurs with correct answer c in a sample

o Filter out samples with document-candidate pair (d, c) which cooccurrence(d, c) > 20

Large Document Sets

oEntities in MedHop have large support document sets 
oSolution: subsample documents until reach the limit of 64 documents 



Dataset Analysis
Dataset Size Number of candidates and documents per sample



Qualitative Analysis 
WikiHop MediHop

Considered if the answer to the 
query “follows”, “is likely”, or 
“does not follow”

68% of the cases were 
considered as “follows” or as “is 
likely”



Baseline Models
Random Selects a random candidate

Max-mention Predicts the most frequently mentioned candidate in the 
documents Sq

Majority-candidate-per-query-type Predicts the candidate c ∈ Cq that was 
most frequently observed as the true answer in the training set. 

TF-IDF Predicts the candidate with the highest TF-IDF similarity score 



Baseline Models
Document-cue

capture model ability to exploit document-answer co-occurrences. It predicts 
the candidate with highest score across Cq: 

Extractive RC models: FastQA and BiDAF

Two LSTM-based extractive QA models are capable to predict answer within a 
single document

Adapt them to a multi-document setting by concatenating all d ∈ Sq into a super 
document



Experiment Results
Experimental results for WIK- IHOP and MEDHOP with masked setting and 
unmasked setting



Conclusion
oThe constructed datasets enable multi-hop reading comprehension 
model successfully perform task with reasonable accuracy

oThere is still room to improve further

oCurrently datasets are focused on factoid questions about entities 
and rely on structured knowledge resources

oFuture works can be done to free answer from abstractive form
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Introduction

• Introduce a new kind of question answering dataset, OpenBookQA, 
modeled after open book exams for assessing human understanding
of a subject.

knowledge in a book

knowledge in memory



Introduction

• Contributions of this work
1. Collect a QA dataset requiring multi-hop reasoning with partial 

context provided by a set of diverse facts.
2. Conduct early researches including developing attention-based 

neural baselines and incorporating external knowledge. The 
accuracy reaches 76% but is still worse than human performance at 
92% and therefore urge further studies. 
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OpenbookQA dataset

• Some numbers
• ~6,000 4-way multiple-choice questions
• each question associated with 1 core fact
• 1326 core facts in total
• ~6,000 additional facts



OpenbookQA dataset

• The question generation and filtering process



OpenbookQA dataset

• Human performance
The human accuracy on the question set can be estimated by

𝐻 𝑄 =
1
𝑄
%
&∈(

1
𝐼
%
*∈+

𝑋&,*

where 𝑄 represents the question set, 𝐼 represents the set of human 
examinees, and 

𝑋&,* = .0,1,
The result is 92%.

If a wrong answer

If a correct answer



OpenbookQA dataset

• Question Set Analysis
• Statistics

OpenBookQA consists of 5957 questions, with 4957/500/500 in the 
Train/Dev/Test splits.



OpenbookQA dataset

• Question Set Analysis
• Percentage of questions and facts for the five most common type of 

additional facts 

• Most of questions need simple facts such as isa (instruction set architecture) 
knowledge and properties of objects, further confirming the need for simple 
reasoning with common knowledge
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Baseline models

• No training, external knowledge only
• No training, core facts and external knowledge
• Trained models, no Knowledge
• Trained model with external knowledge



Baseline models

• No training, external knowledge only
• PMI (Clark et al., 2016) uses pointwise mutual information (PMI) to score 

each answer choice using statistics based on a corpus of 280 GB of plain text.
• TableILP (Khashabi et al., 2016) is an Integer Linear Programming (ILP) based 

reasoning system. It operates over semi-structured relational tables of 
knowledge. It scores each answer choice based on the optimal “support 
graph” connecting the question to that answer through table rows.
• TupleInference (Khot et al., 2017), also an ILP-based QA system, uses Open IE 

tuples (Banko et al., 2007) as its semi-structured representation.
• DGEM (Khot et al., 2018) is a neural entailment model that also uses Open IE 

to produce a semi-structured representation.



Baseline models

• No training, external knowledge only

• TableILP searches for the best support graph (chains of reasoning) connecting the 
question to an answer, in this case June.



Baseline models

• No training, core facts and external knowledge
• IR solver (Clark et al. 2016). 
• TupleInference solver (Khot et al., 2017).



Baseline models

• Trained models, no Knowledge
• Embeddings + Similarities as Features.

Experiments with a logic regression model that uses centroid vectors 𝑟1234 of 
the word embeddings of tokens in s, and then computes the cosine similarities
between the question and each answer choice.



Baseline models

• Trained models, no Knowledge
• BiLSTM Max-Out Baselines

First encode the question tokens and choice tokens 𝑤6..89
1 independently 

with a bi-directional context encoder (LSTM) to obtain a context representation. 
ℎ1;..89
<=> = 𝐵𝑖𝐿𝑆𝑇𝑀(𝑒6..89

1 ) ∈ ℝ89×JK. Then perform an element-wise aggregation 
operation max on the encoded representations ℎ1;..89

<=> to construct a single 
vector                                                .

Apply solver algorithms utilizing the contextual representations.
(a) Plausible Answer Detector
(b) Odd-one-out solver
(c) Question matching



Baseline models

• Trained model with external knowledge
Implement a two-stage model for incorporating external 

common knowledge, 𝐾. 
The first module performs information retrieval on 𝐾 to select a 

fixed size subset of potentially relevant facts 𝐾(,M for each instance in 
the dataset. 

The second module is a neural network that takes (𝑄, 𝐶, 𝐾(,M) as 
input to predict the answer to a question 𝑄 from the set of choices 𝐶.
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Baseline performances
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Discussions

• We observe that the best performance is ~76% among the baseline 
models, which is far behind the human performance at 92%. We can 
consider two points to improve the model’s performance. 1) We need 
a better retrieval module to provide useful knowledge for a specific 
question; 2) we need to develop a multi-hop reasoning framework 
which can reason the concepts hiding in a question.
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Conclusions

• This paper presents a new dataset, OpenBookQA, of about 6000 
questions for open book question answering. This dataset requires 
simple common knowledge beyond the provided core facts, as well as 
multi-hop reasoning combining the two. With experiments of 
baseline models, this paper achieves an accuracy of 76% in answering 
the questions which is far from the human performance, so further 
studies are encouraged. 


