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Extractive vs. Abstractive Summarization

Extractive Summarization:

● Extracts words and phrases from 
original text

● Easy to implement
● Unsupervised -> fast

Abstractive Summarization:

● Learns internal language 
representation, paraphrase original 
text

● Sounds more human-like
● Needs lots of data and time to train



Extractive vs. Abstractive Summarization



Problem Statement

● Sentence-level abstractive summarization
● Input: a sequence of M words x = [x1,...,xm]
● Output: a sequence of N words y = [y1,...,yn] where N < M
● Proposed model: a language model for estimating the contextual probability 

of the next word



Neural N-gram Language Model: Recap

Bengio et al., 2003



Proposed Model

● Models local conditional probability of the next word in the summary given 
input sentence x and the context of the summary yc

* Bias terms were ignored for readability



Encoders

● Tried three different encoders:
○ Bag-of-words encoder

■ Word at each input position has the same weight
■ Orders and relationship b/t neighboring words are ignored
■ Context yc is ignored
■ Single representation for the entire input

○ Convolutional encoder
■ Allows local interactions between input words
■ Context yc is ignored
■ Single representation for the entire input

○ Attention-based encoder

● Tried three different encoders:
○ Bag-of-words encoder

■ Word at each input position has the same weight
■ Orders and relationship b/t neighboring words are ignored
■ Context yc is ignored
■ Single representation for the entire input

○ Convolutional encoder
■ Allows local interactions between input words
■ Context yc is ignored
■ Single representation for the entire input

● Tried three different encoders:
○ Bag-of-words encoder

■ Word at each input position has the same weight
■ Orders and relationship b/t neighboring words are ignored
■ Context yc is ignored
■ Single representation for the entire input



Attention-Based Encoder

● Soft alignment for input x and context of summary yc



Attention-Based Encoder



Training

● Can train on arbitrary input-summary pairs
● Minimize negative log-likelihood using mini-batch stochastic gradient descent

* J = # of input-summary pairs



Generating Summary

● Exact: Viterbi
○ O(NVC)

● Strictly greedy: argmax
○ O(NV)

● Compromise: Beam-search
○ O(KNV) with beam size K



Extractive Tuning

● Abstractive model cannot find extractive word matches when necessary
○ e.g. unseen proper noun phrases in input

● Tuning additional features that trade-off the abstractive/extractive tendency



Dataset

● DUC-2014
○ 500 news articles with human-generated reference summaries

● Gigaword
○ Pair the headline of each article with the first sentence to create 

input-summary pair
○ 4 million pairs

● Evaluated using ROUGE-1, ROUGE-2, ROUGE-L



Results



Results



Analysis

● Standard feed-forward NNLM: size of context is fixed (n-gram)
● Length of summary has to be determined before generation
● Only sentence-level summaries can be generated
● Syntax/factual details of summary might not be correct



Examples of incorrect summary
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Motivation

• Abstractive summarization task: 
• Generate a compressed paraphrasing of the main contents of a document

• The task is similar with machine translation: 
• mapping an input sequence of words in a document to a target sequence of 

words called summary

• The task is also different from machine translation:
• the target is typically very short
• optimally compress in a lossy manner such that key concepts are preserved



Model Overview

• Apply the off-the-shelf attentional encoder-decoder RNN to 
summarization 
• Propose novel models to address the concrete problems in 

summarization
• Capturing keywords using feature-rich encoder
• Modeling rare/unseen words using switching generator-pointer
• Capturing hierarchical document structure with hierarchical attention



Attentional Encoder-decoder with LVT

• Encoder: a bidirectional GRU
• Decoder:
• A uni-directional GRU
• An attention mechanism over source hidden states
• A softmax layer over target vocabulary

• Large vocabulary trick (LVT)
• Target vocab: source words in the batch + frequent words until a fixed size
• Reduce size of softmax layer
• Speed up convergence
• Well suit for summarization



Feature-rich Encoder

• Key challenge: identify the key concepts and entities in source 
document
• Thus, go beyond word embeddings and add linguistic features:
• Part-of-speech tags: syntactic category of words

• E.g. noun, verb, adjective, etc.
• Named entity tags: categories of named entities

• E.g. person, organization, location, etc.
• Discretized Term Frequency (TF)
• Discretized Inverse Document Frequency (IDF)

• To diminish weight of terms that appear too frequently, like stop words



Feature-rich Encoder

• Concatenate with word-based embeddings as encoder input



Switching Generator-Pointer

• Keywords or named entities can be unseen or rare in training data
• Common solution: emit “UNK” token
• Does not result in legible summaries

• Better solution: 
• A switch decides whether using
generator or pointer at each step



Switching Generator-Pointer

• The switch is a sigmoid function over a linear layer based on the 
entire available context at each time step:

𝑃 𝑠! = 1 = 𝜎(𝑣" ( (𝑊#
"ℎ! +𝑊$"𝐸 𝑜!%& +𝑊'"𝑐! + 𝑏"))

• ℎ!: hidden state of decoder at step 𝑖
• 𝐸 𝑜!"# : embedding of previous emission
• 𝑐!: weighted context representation

• Pointer value is sampled using attention distribution over word 
positions in the document

𝑃!- 𝑗 ∝ 𝑒𝑥𝑝(𝑣- ( (𝑊#
-ℎ!%& +𝑊$-𝐸 𝑜!%& +𝑊'-ℎ./ + 𝑏-))

𝑝! = 𝑎𝑟𝑔max
.

𝑃!- 𝑗 for 𝑗 ∈ {1, … , 𝑁/}
• ℎ$%: hidden state of encoder at step j
• 𝑁%: number of words in source document



Switching Generator-Pointer

• Optimize the conditional log-likelihood:

𝑙𝑜𝑔𝑃 𝑦 𝑥 =D(𝑔! log 𝑃 𝑦! 𝑦%! , 𝑥 𝑃 𝑠!

+(1 − 𝑔!) log 𝑃 𝑝 𝑖 𝑦%! , 𝑥 (1 − 𝑃 𝑠! ) )
• 𝑔! = 0 when target word is OOV (switch off), otherwise 𝑔! = 1

• At training time, provide the model with explicit pointer information 
whenever the summary word is OOV
• At test time, use 𝑃(𝑠!) to automatically determine whether to 

generate or copy



Hierarchical Attention

• Identify the key sentences from which the summary can drawn
• Re-weight and normalize word-level attention 

𝑃- 𝑗 =
𝑃5- 𝑗 𝑃"-(𝑠(𝑗))

∑67&
8! 𝑃5- 𝑘 𝑃"-(𝑠(𝑘))

• 𝑃&(𝑃'): word(sentence) attention weight 
• 𝑠(𝑙): sentence id of word 𝑙

• Concat positional embedding to 
the hidden state of sentence RNN



Experiment Results: Gigaword
feats: feature-rich embedding
lvt2k: cap=2k for lvt
(i)sent: input first i sentences
hieratt: hierarchical attention
ptr: switching



Experiment Results: DUC



Experiment Results: CNN/Daily Mail

• Create and benchmark new multi-sentence summarization dataset



Qualitative Results



My Thoughts

• (+) A good example of borrowing ideas from related tasks
• (+) Tackle key challenges of summarization with certain features and 

tricks
• (-) Copy word only when it is OOV
• (-) Use only first two sentences as input 
• Information lost before fed into the model
• Cannot show effectiveness of hierarchical attention
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Two Approaches to Summarization
•Extractive Summarization:
• Select sentences of the original text to form a summary
• Easier to implement
• Fewer errors on reproducing the original contents

•Abstractive Summarization:
• Generate novel sentences based on the original text
• Difficult to implement
•More flexible and similar to human

•This paper: Best of both worlds!



Sequence-To-Sequence Attention Model

single-layer bidirectional LSTM

single-layer unidirectional LSTM



The Problems With the Baseline Model
•The summaries sometimes reproduce factual details inaccurately

Obtained from supplementary material: https://www.aclweb.org/anthology/attachments/P17-1099.Notes.pdf

https://www.aclweb.org/anthology/attachments/P17-1099.Notes.pdf


The Problems With the Baseline Model
•The summaries sometimes repeat themselves

Obtained from supplementary material: https://www.aclweb.org/anthology/attachments/P17-1099.Notes.pdf

https://www.aclweb.org/anthology/attachments/P17-1099.Notes.pdf


The Solutions
•Solving the issues of the baseline model:
•The summaries sometimes reproduce factual details inaccurately:
Use a pointer to copy words!

•The summaries sometimes repeat themselves: Penalize repeatedly 
attending to same parts of the source text!



Pointer-Generator Network
•Generate a word from the vocabulary or copy a word from the input sequence



Coverage Mechanism
•Motivation: Avoid repetition in generated summary
•Coverage vector: Sum of attention distributions over all previous 
decoder timesteps

•Use the coverage vector as additional input to the attention 
mechanism:

•Employ a coverage loss:



Dataset
•CNN/Daily Mail dataset
•Online news articles (781 tokens on average) paired with multi-
sentence summaries (3.75 sentences or 56 tokens on average)

•287,226 training pairs, 13,368 validation pairs and 11,490 test pairs



Experiments
•Evaluation results given by ROUGE & METEOR metrics

•ROUGE-1: word-overlap; ROUGE-2: bigram-overlap; ROUGE-L: longest common 
sequence between reference and generated summaries

Abstractive 

Extractive 



Extractive Baselines
•Lead-3 baseline: Uses the first three sentences of the article as a 
summary
•Extractive model (Nallapati et al., 2017): Use hierarchical RNNs 
(word-level & sentence-level bidirectional RNNs) to select sentences



Discussions
•Why do extractive systems perform better than abstractive 
systems?
• news articles tend to be structured with the most important 

information at the start (lead-3 baseline is strong)
• the choice of reference summaries is quite subjective (multiple valid 

ways)
• ROUGE rewards safe strategies such as selecting the first-appearing 

content, or preserving original phrasing



Experiments
•Coverage mechanism effectively reduces duplication



Experiments
•Coverage mechanism effectively reduces duplication (cont’d)

Obtained from supplementary material: https://www.aclweb.org/anthology/attachments/P17-1099.Notes.pdf

https://www.aclweb.org/anthology/attachments/P17-1099.Notes.pdf


Experiments
•How abstractive are the models?



Experiments
•How abstractive are the models? (cont’d)

Obtained from supplementary material: https://www.aclweb.org/anthology/attachments/P17-1099.Notes.pdf

final value of the coverage vector

generation probability

https://www.aclweb.org/anthology/attachments/P17-1099.Notes.pdf


Conclusion
•Two designs that solve two problems:
• Pointer-generator: Avoid inaccurate contents in summaries
• Coverage mechanism: Avoid duplication in summaries

•Limitations & Future work:
• Higher-level abstraction: This method is still mainly extractive
• Highlight the most important information: This method sometimes 

choose to summarize less important information
•Make sense a whole: This method does not guarantee the correctness 

of sentence order in the summary
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Shortcomings in Text Summarization

1. Automatically collected datasets leave the task underconstrained and may contain 

unwanted noise

2. The current evaluation protocol is only weakly correlated with human judgment and does 

not account for important characteristics such as factual correctness

3. Models ovefit to currently used datasets and are not diverse in their outputs

4. Stagnation, only slight improvement from Lead-3 baseline



Datasets

● Most datasets used for this task come from the news domain: Gigaword, NYT, 

CNN/DailyMail, XSum, Newsroom

● Open discussion boards: Reddit (which includes TL;DR section), WikiHow



Evaluation Metrics

● Manual and semi-automatic evaluation is costly and cumbersome

● ROGUE computes overlap between output and reference summaries
○ Based on exact token matches
○ Other similar metrics which try to match synonyms as well did not gain traction in the  research 

community



Models

● Three categories: extractive, abstractive, and hybrid

● Extractive models are commonly trained as word/sentence classifiers or use RL

● Abstractive models use attention and copying mechanisms or multi-task and 

multi-reward training

● Hybrid models combine the previous two categories



Underconstrained Task



Ambiguity in Content Selection



Layout bias in news data



Effect of Layout Bias

Rogue 
scores 
computed 
with Lead-3 
reference 
significantly 
higher than 
with Target 
Reference



Noisy Datasets

Examples contain links to other 
articles, placeholder texts, unparsed 
HTML code, and non-informative 
passages in the reference 
summaries

Noisy data affects 0.47%, 5.92%, 
and 4.19% of the training, validation, 
and test split of the CNN/DM 
dataset, and 3.21%, 3.22%, and 
3.17% of the respective splits of the 
Newsroom dataset



Factual Inconsistency is Not Measured



Weak Correlations b/w human scores and 
ROGUE

Correlations between human annotators and ROUGE scores along different dimensions and multiple reference set sizes. Left: 
Pearson’s correlation coefficients. Right: Kendall’s rank correlation coefficients.



Lack of Diversity in Model Output

Above diagonal is unigram 
overlap, below diagonal is 4-gram 
overlap



Takeaways

● Additional constraints are necessary to create well-formed summaries

● Current models rely on layout bias

● Current evaluation protocol is only weakly correlated with human judgements and also 

doesn’t evaluate factual correctness


