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Network security

Where was security in the design of the original 
Internet protocols?

• Virtually nowhere!
• All the core protocols (IP, TCP, DNS, BGP) have trivial, 

glaring vulnerabilities

When security really matters, rely on end-to-end 
mechanisms

• Public key cryptography & certificate authorities

With e2e security, what can an attack on BGP still do?



Attacks on Internet routing

Denial of service

• announce “more attractive” path (what does that mean?)
• More likely to be selected: more-specific prefix; shorter 

path; “cheaper” path

Eavesdropping

• like DoS, a kind of traffic attraction
• but somehow get data to destination or impersonate it

Evasion of accountability

• steal or squat on a prefix; send spam; disappear!

How (much) do secure variants of BGP help?



Three approaches to BGP security

1. Defensive filtering

2. Origin Authentication

3. Secure BGP (S-BGP)

Many others not discussed here

• Active area of research over the last decade
• Many tradeoffs, especially in deployment issues



1. Defensive filtering

Most commonly used class 
of techniques

Typical implementation

• Filter routes received 
from customers/peers

• Requires assumptions 
about what they should 
be advertising

• Imperfect, requires 
human maintenance

Arbor Special Report: Worldwide Infrastructure Security Report
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Seventy-six percent of respondents explicitly filter their customer route announcements. This was down slightly 
from last year. Just over one-half of respondents explicitly filter inbound routing advertisements from peers and 
upstream transit providers (Figure 93). This is also down slightly from last year. Just over half of respondents  
now monitor for route hijacking (Figure 94).

Attack and Defense Simulations

Filtering of Route Announcements from Peers Monitoring for Route Hijacks
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51% Never

1% Weekly 

5% Monthly 

21% Quarterly 

15% Yearly

7% Other

Source: Arbor Networks, Inc.

Filtering of Route Announcements from Peers

55% Yes

45% No

Source: Arbor Networks, Inc.

Monitoring for Route Hijacks

57% Yes

43% No

Arbor Networks survey 2012:
76% filter from customers
55% filter from peers
57% monitor for hijacks
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1. Defensive filtering

Pretty Good BGP [Karlin, Forrest, Rexford, ICNP’06]

• Deprioritize “novel” routes for a period (e.g. 24 hours)
• Routers prefer older (known) routes
• May still pick new route if it’s the only option
• Why does this help?

Advantages

• Raises the bar for attacker: route must persist
• Gives time for response
• No protocol changes for deployment

Disadvantages?



1. Defensive filtering

Pretty Good BGP [Karlin, Forrest, Rexford, ICNP’06]

Take-away points

• Prioritization is important: not just good vs. bad route
• Think about human-level solutions

- # suspicious advertisements is only about 50/day
- vs. O(400k/day) total
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Fig. 1. Average number of announcements (per day) classified as suspicious
using a suspicious period of 1 day and a variety of history periods (h).

appeared in the router’s RIB in the last h, days. Likewise,
if a prefix has not appeared in the router’s RIB in the last h
days, the entire prefix is removed from the history.

Incoming route updates are compared against the history of
origins to determine whether or not they are suspicious. With
this approach, hijack attempts are easy to detect, because they
always originate a prefix at a new origin AS. PGBGP scans
incoming updates for prefixes that have been seen recently
(within the history period) but were not originated at the
advertised location. Such route updates are labeled suspicious
unless one of the trusted (recently seen) origins of the prefix
are on the route’s AS path. If the route is not a potential prefix
hijack, it is either normal or a sub-prefix hijack attempt. Sub-
prefix hijacks must announce a new prefix that is contained
within another, recently seen, prefix in order to disrupt routing
decisions. The prefix of a route update can be compared to
recently seen prefixes to determine if it is a sub-prefix of a
known prefix. If it is, then PGBGP labels it suspicious if the
AS path does not traverse one of the larger prefix’s origins.

The suspicious period s and history period h are PGBGP’s
only parameters. They correspond to the time an anomalous
route is avoided before being accepted (s) and the time that
an origin is viewed as “recently seen” (h). Parameter s should
be long enough for network operators to detect and resolve
problems before they spread, but no longer than necessary. If
s is too long, false positives will be slow to self-correct. A
previous study of BGP misconfiguration showed that roughly
45% of new origins and prefixes exist for less than 24
hours [13]. These are temporary routes such as route leaks
and hijack attempts. Because 24 hours is also a reasonable
length of time for an operator to analyze and fix a routing
problem, we use this value for s.

Parameter h cannot be too short, or many valid origin ASs
will be treated as suspicious following a brief outage. On the
other hand, h should not be longer than necessary for two
reasons. First, a long history period might allow a repeated
prefix-hijack attack to become trusted. This would occur if an
undetected malicious origin AS remained in the history buffer
after the first attack. And, h determines the initial training
time for a router coming online (unless it is bootstrapped with
recent history information).

To determine a reasonable value for h, we ran the PGBGP

algorithm on RouteViews BGP update data from Equinix
for the months of November through January (inclusive) of
2005,2006 with s = 24 hours. Only one of Equnix’s many
streams, that of AS 2914, was analyzed for this experiment.
The average number of incoming announcements (per day)
that are labeled anomalous are displayed in Figure 1 for each
evaluated history period (for both suspicious new origins and
sub-prefixes). The figure shows that as h increases the num-
ber of suspicious routes decreases on average for suspected
prefix hijacks and gently increases for suspected sub-prefix
hijacks. The reason that the average number of suspicious sub-
prefix routes increases is that sub-prefixes are only considered
suspicious if any recently seen prefix contains it. The larger
the value of h, the more likely a prefix will have been seen
within that period that contains it. For prefix hijacks, the figure
shows a large initial drop in the average number of suspicious
routes. This suggests that some prefixes have multiple origins
that were not seen in the update stream for a few days at a
time. The figure also shows marginal reductions in the rate
of suspicious routes after ten days and therefore we have
(somewhat arbitrarily) chosen h = 10.

B. Avoiding Bogus Routes
A PGBGP-enabled router would avoid selecting anomalous

routes whenever possible. If the router had alternative routes
for the prefix, the router would select the best of the trusted
routes. False positives, while possible, cause the router to
select a potentially less desirable route (temporarily). If no
alternative route existed, the router would select the suspicious
route. This behavior is accomplished by giving suspicious
routes the lowest possible preference during the suspicious
period. In this way a suspicious route will only be selected
when no alternatives exist.

Preventing a sub-prefix hijack is more complicated because
the router does not have any normal routes available for the
sub-prefix. PGBGP approaches this problem by forwarding
packets as before, using the BGP route for the larger address
block (super-prefix). The suspicious routes are not immedi-
ately entered into the routing table but instead quarantined
until the suspicious period has passed. Extra consideration
must be taken in selecting the route for the larger address block
now that a sub-prefix has been announced. A downstream AS
that chose a malicious route would deflect the data packets
along the wrong path anyway.Hence, when possible, the super-
prefix route that is selected should lead to a neighbor that has
not announced the suspicious sub-prefix.

An interesting question is how the announcement of a new
prefix that is not contained in a larger address block should be
handled. In this case, the new announcement provides a route
to an address block that was either previously unreachable
or is specified more specifically by prefixes in the table. If
the announced addresses were previously unreachable then
the route cannot be hijacking traffic destined to another,
legitimate AS. PGBGP accepts the new announcement and
installs the new prefix in the forwarding table. A super-prefix
announcement is not a hijack either. Super-prefixes will not
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2. Origin Authentication

Idea

• Use a Routing Public Key Infrastructure (RPKI) to certify 
AS number assignment and IP address allocation

• An AS can only claim to originate a prefix it owns
• Analogous to PKI for web TLS/SSL security

Figure 2: Excerpt of a model RPKI

dropping RPKI-invalid routes is also surprisingly e↵ec-
tive against more advanced routing attacks, even those
that the RPKI was not designed to prevent [29,45].

A question. The potential for faulty or compromised
RPKI authorities to instantaneously a↵ect BGP routing
has lead to some concern among practitioners and pol-
icy makers [10, 22, 50, 51, 56, 61]. Does the RPKI create
new risks that can take IP prefixes o✏ine?

Our answer. One might expect this question to be
completely addressed by the RPKI specifications. How-
ever, the RPKI is designed to operate in a threat model
where authorities are trusted, but BGP is under attack.
We therefore address operational and policy concerns
by flipping the threat model: what if RPKI authorities
are faulty, misconfigured, compromised, or coerced into
behaving incorrectly? In Sections 3-4, we show how de-
sign decisions that elegantly address the vulnerabilities
in the original threat model have unexpected side e↵ects
when analyzed in this flipped threat model.

The scope and variety of these threats is quite di↵er-
ent than in a typical PKI. Section 3.1 shows how the
hierarchical structure of the RPKI allows abusive au-
thorities to exercise targeted control over their distant
descendants (rather than just the objects they issue di-
rectly, as in a typical PKI). Section 4 shows how design
decisions that are essential to preventing to subprefix
hijacks on BGP mean that routing can be harmed if
RPKI objects are simply missing (rather than revoked,
corrupted, or forged, as in a typical PKI). We also close
the loop in Figure 1 by showing how side e↵ects can
interact in a circular manner that can turn transient
faults into persistent problems (Section 6). Finally, we
discuss why (a) robustness to threats to BGP, and (b)
robustness to threats to the RPKI, may be at odds (Sec-
tion 5); the risk that an RPKI problem can take a prefix
o✏ine therefore depends on the policies that routers use
to balance the two threats against each other.

Organization. Section 2 overviews all components in
Figure 1. Sections 3-6 analyze each individual compo-
nent in the flipped threat model. Our results are based
on measurement-driven models and analysis of RPKI
software and RFCs (cited where appropriate through-

out, along with related work). Our data-driven models
and results are given in Appendix B.

To our knowledge, other research on the architecture
of the RPKI is sparse, and covers network measure-
ment [53, 62], and policy [22, 50, 51, 61]. Our contribu-
tions are summarized in Section 7.

2. OVERVIEW: ROUTING WITH THE RPKI
The RPKI. Most vulnerabilities in the web PKI result
from architectural decisions that allow (almost) any au-
thority to issue certificates for any subject [58]. In con-
trast, the RPKI follows the“principle of least privilege”,
arranging authorities in a strict hierarchy that mirrors
the IP address allocation hierarchy. An authority may
issue cryptographic objects for IP addresses that are
covered by its own IP addresses.1 Today, IANA sits
at the root of this hierarchy, allocating IP addresses to
the Regional Internet Registries (RIRs), which allocate
subsets of their address space to national/local internet
registries (NIRs or LIRs) or ISPs, who further allocate
subsets to other ISPs or customers.2 In RPKI, each
authority has a resource certificate (RC) that contains
its cryptographic public key and its set of allocated IP
addresses [46]. An authority may issue signed crypto-
graphic objects for IP addresses covered by its alloca-
tion, specifically: (1) an RC that suballocates a subset
of its addresses to another authority, or (2) a route ori-
gin authorization (ROA)3, that authorizes a specified
AS to originate a prefix, and its subprefixes up to a
specified length, in BGP [43, Section 2.2].

Figure 2 shows how an RIR (ARIN) uses its RC
to suballocate a prefix to another authority (Sprint),
which then issues RCs suballocating this prefix to other
authorities (ETB S.A. ESP., Continental Broadband).
(This is a excerpt from our “Non-stub CA model”; see
Appendix B.3.1.) We say Sprint is the parent of Conti-
nental Broadband, and extend this to child, grandpar-
ent, etc. in the obvious way. Sprint issues two ROAs
that authorize specified prefix and its subprefixes of
length up to 24; the remaining ROAs shown authorize
only a single prefix.

Route validity (Section 4.) A relying party is a
party that uses information in the RPKI to make rout-
ing decisions in BGP. For our purposes, a BGP route is
an IP prefix and an origin AS. RPKI objects are stored
in publicly-available repositories distributed throughout
the Internet. Once a relying party has “access to a local

1An IP prefix P covers prefix ⇡ if ⇡ is a subset of the address
space in P (e.g., 63.160.0.0/12 covers 63.168.93.0/24) or if
P = ⇡. Also, a prefix 63.160.0.0/12 has length 12.
2The root(s) of the RPKI hierarchy are not yet specified,
but will likely be the five RIRs or IANA [43, Section 2.4].
3Strictly speaking, an authority issues a one-time-use end-
entity (EE) certificate, which is then used to sign the ROA,
but that detail is not important for this paper.

2

[Figure from Cooper, Heilman, Brogle,
Reyzin, Goldberg, HotNets 2013]

= resource certificate

= route origin authentication



2. Origin Authentication

Deployment challenges

• Needs router changes to authenticate, filter
• Needs PKI...

Status

• RPKI standardized in 2012
• Now seeing some limited regional deployment



Secure Origin BGP

Scheme

• Origin Authentication + trusted database of AS-level 
topology

• Announced routes checked against database to see if 
they are “plausible” (exist in the topology)

Disadvantages

• Requires trusted database
• Route may be plausible without actually having been 

announced



3. S-BGP

Scheme

• Origin Authentication 
+ hop-by-hop 
cryptographic 
validation that path 
was announced

Deployment challenges

• Requires PKI
• Requires significant 

computational 
resources

to associate particular network elements with their parent
ASes, while later work collapsed this to one hierarchy [27].
The PKI is used to authenticate address allocations through
a hierarchy stretching from organizations to the providers
and regional registries allocating them address space,
ultimately leading to IANA (the ultimate authority for
address allocation). The other functionality provided by
the PKI is binding AS numbers to organizations and
organizations to routers in their network, through issuance
of certificates. For example, an organization’s AS number
is bound to a public key through a certificate. Statements
made by the AS are signed using the associated private key.
An entity receiving the signed data verifies it came from
the AS using the certificate.

All information exchanged in S-BGP is validated using
the certificates in the PKI. Address ownership, peer AS
identity, path vectors, policy attributes, and control
messages are all signed by the organizations or devices
that create them. Because this allows receivers of the data
to unambiguously authenticate the routing information,
they can detect and remove forged data. However, because
of the amount of data and number of possible signers,
validation can be costly [62]. These and similar results
have raised concerns about the feasibility of S-BGP in the
Internet, and led many to seek alternative solutions.

Attestations are digitally signed statements used to
assert the authenticity of prefix ownership and advertised
routes. Address attestations claim the right to originate a
prefix, and are signed and distributed out-of-band. An out-
of-band mechanism does not directly use the BGP protocol
to transmit information, instead using some external
interface or service to communicate relevant data. Each
address attestation is a signed statement of delegation of
address space from one organization or AS to another. The
right to originate a prefix is checked through the validation
of a delegation chain from IANA to the advertising AS.

Route attestations are distributed within S-BGP in a
modified BGP UPDATE message as a new attribute. To
simplify, a route attestation is signed by each AS as it
traverses the network. All ASes on the path sign previously
attached signatures (i.e., the signatures are nested).
Hence, the validator can validate not only the path, but
also that a) the ASes were traversed in the order indicated
by the path, and b) no intermediate ASes were added or
removed by an adversary. Fig. 5 shows a simplified use of
route attestations as they propagate between routers.

While S-BGP proposes the most comprehensive secu-
rity guarantees of all proposals by providing full authen-
tication of origins and the paths to destinations, there are
significant barriers that hamper its adoption. A study on
S-BGP deployment issues suggests that the added overhead
of S-BGP countermeasures is equivalent to the CPU and
memory provided by a desktop PC [63]. Thus, the hardware
requirement is ostensibly minimal, although concerns have
been raised over the use of time-averaged statistics. In
addition, assessments of S-BGP through simulation [64]

shows that path convergence times would increase by as
much as double through adoption of S-BGP, although
optimizations to the protocol, such as only validating paths
when they are selected as preferred, may reduce these
convergence times. The substantial storage requirements
for route attestations have also been noted [63].

2) Secure Origin BGP: Secure origin BGP (soBGP) seeks
flexibility by allowing administrators to trade off security
and protocol overhead, depending on how it is configured.
In a similar manner to S-BGP, soBGP defines a PKI for
authenticating and authorizing entities and organizations.
The PKI manages three types of certificates. The first
certificate type binds a public key to each soBGP-speaking
router. A second certificate type provides details on policy,
including the configured protocol parameters and local
network topology. This information is stored by the soBGP
router receiving the certificate, which uses the information
to construct a topology database reflecting the router’s
view of the network. A third certificate is similar to S-BGP’s
address attestations in that it embodies address ownership
or delegation. All information pertaining to security is
transmitted in soBGP between peers via a SECURITY
message, a new message type in BGP introduced by soBGP.
Thus, in contrast to the out-of-band method of distributing
address attestations in S-BGP, the certificates that provide
origin authentication are distributed in-band in soBGP,
though an out-of-band mechanism for distributing certifi-
cates binding keys to routers and topology is proposed.

soBGP routers use a topology database to validate
received routes. Each AS signs and distributes its local
topology (i.e., its peers) through the topology certificate to
form a global database and corresponding static topology
graph, of which each soBGP router should have a
consistent view. The database is used to verify received
routes: any UPDATE with a path that violates the AS

Fig. 5. Route attestations in S-BGP. As UPDATE messages are passed

between peers, the receiving peer signs the received message before

passing it to another neighbor. The result is an ‘‘onion-style’’

attestation that contains signatures from all routers along the path.

Butler et al. : A Survey of BGP Security Issues and Solutions

112 Proceedings of the IEEE | Vol. 98, No. 1, January 2010

Authorized licensed use limited to: Penn State University. Downloaded on January 4, 2010 at 16:06 from IEEE Xplore.  Restrictions apply. 

[Diagram from Butler, Farley, McDaniel, Rexford,
Proc. IEEE, 2010]



How well do they work?

Quantifying the attack

• Attacker’s goal: attract traffic
• Measure fraction of ASes attacker can “steal” traffic from

How does the attacker do that?

• Basic “smart” strategy
- Select or invent shortest route you can get away with
- Advertise it to everyone

• Weird fact: this is not actually the attacker’s best strategy; 
that’s NP-complete to compute!

How Secure are Secure 
Interdomain Routing Protocols?

Goldberg, Schapira, Hummon, and 
Rexford

SIGCOMM 2010



Results
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Figure 3: CCDF for the “Shortest-Path Export-All”
attack strategy.

“Shortest-Path Export-All” attack strategy. The first four
bars on the left assume that network does not use defensive
filtering. We show the success of the manipulator’s strat-
egy on each of the four BGP security variants, in a network
with and without defensive filtering of stubs. The horizon-
tal line in Figure 2 shows the fraction of attacks that are
completely eliminated by defensive filtering; since 85% of
ASes in the CAIDA graph are stubs, properly-implemented
defensive filtering guarantees that only 15% of manipulators
can successfully attack any given victim.

Despite the fact that we used sub-optimal strategies for
the manipulator, we have two concrete observations:

1. Even if we assume the manipulator runs the sub-optimal
“Shortest-Path Export-All” attack strategy on a network
that has S-BGP but not defensive filtering, he can still at-
tract 10% of the ASes in the internetwork with probability
> 10%. Furthermore, more clever strategies for S-BGP (e.g.,
Figure 9 and 10) might increase the manipulator’s probabil-
ity of success to the point where defensive filtering alone
performs even better than S-BGP alone.

2. Even if both S-BGP and defensive filtering are used,
there is still a non-trivial 2% probability that the manipula-
tor can attract 10% of the ASes in the internetwork. Better
attack strategies could increase this probability even further.
This is particularly striking when we compare with the nor-
mal case, where the manipulator manages to attract 10% of
the ASes in the internetwork with about 10−4 probability
(not shown).

4.3 Attack strategy on di fferent protocols
The reader may wonder why we chose to focus specifically

on the probability of attracting 10% of the ASes in the in-
ternetwork in Figure 2. In the interest of full disclosure, we
now present the full picture:

Figure 3: We show the complimentary cumulative dis-
tribution function (CCDF) of the probability that at least a
x-fraction of the ASes in the internetwork forward traffic to
the manipulator when he uses the “Shortest-Path Export-
All” attack strategy. Probability is taken over the uniform
random choice of a victim and manipulator, and observe
that Figure 2 simply presents a crosssection of these results
at the x-axis value of x = 10%. We briefly highlight a few
details about this figure:
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Figure 4: Probability of finding a shorter path.

BGP curve. Here, the manipulator originates, i.e., an-
nounces that he is directly connected to, the victim prefix.
This curve looks almost like the CCDF of a uniform distri-
bution, since the manipulator and the victim both announce
one-hop paths to the prefix, and are thus are about equally
likely to attract traffic.

Origin Authentication curve. This time the manip-
ulator announces that he has a direct link to the AS that
legitimately owns the victim prefix. Because the manipula-
tor’s path is now two hops long, the amount of traffic he can
attract on average is reduced.

soBGP and S-BGP curves. For the attack on soBGP,
the manipulator announces the shortest path that exists in
the AS graph. For the attack on S-BGP (and data-plane
verification), the manipulator announces the shortest avail-
able path that he learned from his neighbors. Oddly, the
soBGP and S-BGP curves are almost identical, despite the
fact that S-BGP provides stronger security guarantees than
soBGP (see also Section 4.4).

Honest curve. Here the manipulator behaves ‘normally’,
i.e., using the ranking and export policies of Section 2.2.

BGP+Defensive Filtering curve. Defensive filtering
eliminates all “Shortest-Path Export-All” attack strategies
on BGP by stubs, i.e., by 85% of ASes. Thus, this is ap-
proximately ‘BGP’ curve scaled down to 15%.

Different-sized ASes are equally affected. This paper
consistently measures the manipulator’s success by counting
the number of ASes that route through him as a result of
his attack strategy. We also produced versions of Figure 3
that count the fraction of ASes of a given size that route
through the manipulator: (a) All ASes, (b) ASes with at
least 25 customers, and (c) ASes with 250 customers. We
omit these graph as they were almost identical.

4 . 4 S-BG P fo rces l o ng pa th a nno uncements 
Figures 2 and 3 show that S-BGP is not much more effec-

tive in preventing “Shortest-Path Export-All” attack strate-
gies than the less-secure soBGP. To understand why, let’s
compare the lengths of the path that the manipulator can
announce with soBGP and S-BGP:

Figure 4: We show the probability that the manipulator
can announce a path that is shorter than the normal path,
i.e., the path he would have chosen if had used the rankings
in Section 2.2. Probability is taken over a randomly-chosen
victim, and a manipulator that is randomly chosen from one
of the following four classes: (a) Any AS in the graph, (b)
Non-stubs, or ASes with at least one customer (c) Medium-
sized ASes with at least 25 customers, and (d) Large ASes
with at least 250 customers. If we focus on the results for

92

Surprisingly
similar

How Secure are Secure 
Interdomain Routing Protocols?

Goldberg, Schapira, Hummon, and 
Rexford

SIGCOMM 2010

}



soBGP vs. S-BGP

Two components to successful attack:

• What you announce – soBGP has more flexibility
• Who you announce it to – turns out to matter more
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Figure 9: Announcing a longer path.

the internetwork (5569 ASes), including 25% of ASes with
at least 25 customers, and 41% of ASes with at least 250
customers.

Clever strategy. The lower (purple) figure shows the
manipulator cleverly announcing a four-hop available path
(m, a2, a3, v, Prefix) to his provider a1. The large ISP a1
will prefer the longer customer path through the manipu-
lator over his shorter peer connection to victim v, but this
time, the manipulator triples the amount of traffic he at-
tracts, intercepting traffic from a total of 56% of the ASes
in the internetwork (18664 ASes), including 69% of ASes
with at least 25 customers, and 85% of ASes with at least
250 customers. In fact, by announcing a longer path, the
manipulator earns almost as much traffic as the aggressive
prefix hijack.

Why it works. Notice that the manipulator’s large
provider a1 has hundreds more neighbors then his small
provider, a2, and that the clever strategy attracts large ISP
a1’s traffic while the naive strategy attracts small AS a2.
Attracting traffic from the larger AS is crucial to the ma-
nipulator’s success; in fact, it is more important than an-
nouncing short paths.

When it works. This strategy only involves deviating
from normal export policy, rather than lying about paths.
Thus, it succeeds against any secure routing protocol (ex-
cept when it is launched by stubs in a network with defensive
filtering).

6.2 Attract more by exporting less!
This example is for a network with origin authentication,

soBGP, S-BGP, data-plane verification, and/or defensive fil-
tering. We show a manipulator that intercepts traffic from
25% more of the ASes in the internetwork by exporting to
fewer neighbors. (This contradicts the optimality of the
“Shortest-Path Export-All” attack strategy, which requires
exporting to as many neighbors as possible.)

466
ASes

1527
ASes

2055
ASes

6399
ASes

T1bT1a Tier 1 ASes T1bT1a

1597
ASes

308
ASes

T1bT1a

T2T1c

T1bT1a

T2T1cT2T1c T2T1c

X
mp1 mp1

v vPrefix   Prefix   

Figure 10: Exporting less.

Figure 10: The victim v is a stub serving a liberal arts
college in Illinois. The manipulator is a large ISP m, and is
competing with the victim’s other provider p1, a local ISP
in Illinois, to attract traffic destined for v.

Naive strategy. The “Shortest-Path Export-All” attack
strategy requires the manipulator to announce his path to all
his neighbors. On the left, when the manipulator announces
a path to his Tier 2 provider T2, both T2 and its two Tier 1
providers T1a and T1b will route through the manipulator.
As a result, T1a and T1b use four-hop paths to the victim,
and the manipulator attracts traffic from 40% of the ASes in
the internetwork, (13463 ASes), including 44% of the ASes
with at least 25 customers, and 32% of ASes with at least
250 customers.

Clever strategy. On the right, the manipulator in-
creases his traffic volume by almost 25%, by not exporting to
his Tier 2 provider T2. Because T2 no longer has a customer
path to the victim, he is forced to use a peer path through
T1c. Because T2 now uses a peer path, he will not export a
path to to the two Tier 1 T1a and T1b. The Tier 1s T1a and
T1b are now forced to choose shorter three-hop peer paths to
the victim through the manipulator. Because the T1a and
T1b now announce shorter paths to their customers, they
become more attractive to the rest of the internetwork, the
volume of traffic they send to the manipulator quadruples.
Thus, the manipulator attracts 50% of the ASes in the in-
ternetwork (16658 ASes), including 59% of the ASes with
at least 25 customers, and 29% of ASes with at least 250
customers.

Why it works. The manipulator’s strategy forces influ-
ential ASes (i.e., Tier 1s) to choose shorter peer paths over
longer customer paths. He does this by suppressing an-
nouncements to certain providers, thus eliminating certain
customer paths from the internetwork.

When it works. This strategy only involves using a
clever export policy, rather than lying about paths, and
therefore succeeds against any protocol, including data-plane
verification.

6.3 Attract more by gaming loop detection!
To show that the identity of the ASes on the announced

path can affect the amount of attracted traffic, our last ex-
ample involves gaming BGP loop detection. (This contra-
dicts the optimality of the “Shortest-Path Export-All” at-
tack strategy, which suggests announcing any shortest path,
regardless of the identity of the ASes on that short path.)
While gaming loop detection was explored in other works,
e.g., [3–5], what is remarkable about this example is that it

96

Announce 3-AS path,
intercept 5,569 ASes 

p3p
Prefix   

2546
ASvp2 p1 ASes

a1 a37 providers
464 customers

46 peers

3 providers
960 customers
106 peers

3 providersa2

p

m

p33236 p
Prefix   ASes

vp2 p1

a1 a37 providers
464 customers

46 peers

3 providers
960 customers
106 peers

3 providersa2

p

1682 m1682
peer & 

customer 

Figure 9: Announcing a longer path.

the internetwork (5569 ASes), including 25% of ASes with
at least 25 customers, and 41% of ASes with at least 250
customers.

Clever strategy. The lower (purple) figure shows the
manipulator cleverly announcing a four-hop available path
(m, a2, a3, v, Prefix) to his provider a1. The large ISP a1
will prefer the longer customer path through the manipu-
lator over his shorter peer connection to victim v, but this
time, the manipulator triples the amount of traffic he at-
tracts, intercepting traffic from a total of 56% of the ASes
in the internetwork (18664 ASes), including 69% of ASes
with at least 25 customers, and 85% of ASes with at least
250 customers. In fact, by announcing a longer path, the
manipulator earns almost as much traffic as the aggressive
prefix hijack.

Why it works. Notice that the manipulator’s large
provider a1 has hundreds more neighbors then his small
provider, a2, and that the clever strategy attracts large ISP
a1’s traffic while the naive strategy attracts small AS a2.
Attracting traffic from the larger AS is crucial to the ma-
nipulator’s success; in fact, it is more important than an-
nouncing short paths.

When it works. This strategy only involves deviating
from normal export policy, rather than lying about paths.
Thus, it succeeds against any secure routing protocol (ex-
cept when it is launched by stubs in a network with defensive
filtering).

6.2 Attract more by exporting less!
This example is for a network with origin authentication,

soBGP, S-BGP, data-plane verification, and/or defensive fil-
tering. We show a manipulator that intercepts traffic from
25% more of the ASes in the internetwork by exporting to
fewer neighbors. (This contradicts the optimality of the
“Shortest-Path Export-All” attack strategy, which requires
exporting to as many neighbors as possible.)
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Figure 10: The victim v is a stub serving a liberal arts
college in Illinois. The manipulator is a large ISP m, and is
competing with the victim’s other provider p1, a local ISP
in Illinois, to attract traffic destined for v.

Naive strategy. The “Shortest-Path Export-All” attack
strategy requires the manipulator to announce his path to all
his neighbors. On the left, when the manipulator announces
a path to his Tier 2 provider T2, both T2 and its two Tier 1
providers T1a and T1b will route through the manipulator.
As a result, T1a and T1b use four-hop paths to the victim,
and the manipulator attracts traffic from 40% of the ASes in
the internetwork, (13463 ASes), including 44% of the ASes
with at least 25 customers, and 32% of ASes with at least
250 customers.

Clever strategy. On the right, the manipulator in-
creases his traffic volume by almost 25%, by not exporting to
his Tier 2 provider T2. Because T2 no longer has a customer
path to the victim, he is forced to use a peer path through
T1c. Because T2 now uses a peer path, he will not export a
path to to the two Tier 1 T1a and T1b. The Tier 1s T1a and
T1b are now forced to choose shorter three-hop peer paths to
the victim through the manipulator. Because the T1a and
T1b now announce shorter paths to their customers, they
become more attractive to the rest of the internetwork, the
volume of traffic they send to the manipulator quadruples.
Thus, the manipulator attracts 50% of the ASes in the in-
ternetwork (16658 ASes), including 59% of the ASes with
at least 25 customers, and 29% of ASes with at least 250
customers.

Why it works. The manipulator’s strategy forces influ-
ential ASes (i.e., Tier 1s) to choose shorter peer paths over
longer customer paths. He does this by suppressing an-
nouncements to certain providers, thus eliminating certain
customer paths from the internetwork.

When it works. This strategy only involves using a
clever export policy, rather than lying about paths, and
therefore succeeds against any protocol, including data-plane
verification.

6.3 Attract more by gaming loop detection!
To show that the identity of the ASes on the announced

path can affect the amount of attracted traffic, our last ex-
ample involves gaming BGP loop detection. (This contra-
dicts the optimality of the “Shortest-Path Export-All” at-
tack strategy, which suggests announcing any shortest path,
regardless of the identity of the ASes on that short path.)
While gaming loop detection was explored in other works,
e.g., [3–5], what is remarkable about this example is that it
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Figure 3: CCDF for the “Shortest-Path Export-All”
attack strategy.

“Shortest-Path Export-All” attack strategy. The first four
bars on the left assume that network does not use defensive
filtering. We show the success of the manipulator’s strat-
egy on each of the four BGP security variants, in a network
with and without defensive filtering of stubs. The horizon-
tal line in Figure 2 shows the fraction of attacks that are
completely eliminated by defensive filtering; since 85% of
ASes in the CAIDA graph are stubs, properly-implemented
defensive filtering guarantees that only 15% of manipulators
can successfully attack any given victim.

Despite the fact that we used sub-optimal strategies for
the manipulator, we have two concrete observations:

1. Even if we assume the manipulator runs the sub-optimal
“Shortest-Path Export-All” attack strategy on a network
that has S-BGP but not defensive filtering, he can still at-
tract 10% of the ASes in the internetwork with probability
> 10%. Furthermore, more clever strategies for S-BGP (e.g.,
Figure 9 and 10) might increase the manipulator’s probabil-
ity of success to the point where defensive filtering alone
performs even better than S-BGP alone.

2. Even if both S-BGP and defensive filtering are used,
there is still a non-trivial 2% probability that the manipula-
tor can attract 10% of the ASes in the internetwork. Better
attack strategies could increase this probability even further.
This is particularly striking when we compare with the nor-
mal case, where the manipulator manages to attract 10% of
the ASes in the internetwork with about 10−4 probability
(not shown).

4.3 Attack strategy on di fferent protocols
The reader may wonder why we chose to focus specifically

on the probability of attracting 10% of the ASes in the in-
ternetwork in Figure 2. In the interest of full disclosure, we
now present the full picture:

Figure 3: We show the complimentary cumulative dis-
tribution function (CCDF) of the probability that at least a
x-fraction of the ASes in the internetwork forward traffic to
the manipulator when he uses the “Shortest-Path Export-
All” attack strategy. Probability is taken over the uniform
random choice of a victim and manipulator, and observe
that Figure 2 simply presents a crosssection of these results
at the x-axis value of x = 10%. We briefly highlight a few
details about this figure:

 soBGP  SBGP
0

0.2

0.4

0.6

0.8

1
Any AS
Non-Stub
 > 25 Customers
 > 250 Customers

Figure 4: Probability of finding a shorter path.

BGP curve. Here, the manipulator originates, i.e., an-
nounces that he is directly connected to, the victim prefix.
This curve looks almost like the CCDF of a uniform distri-
bution, since the manipulator and the victim both announce
one-hop paths to the prefix, and are thus are about equally
likely to attract traffic.

Origin Authentication curve. This time the manip-
ulator announces that he has a direct link to the AS that
legitimately owns the victim prefix. Because the manipula-
tor’s path is now two hops long, the amount of traffic he can
attract on average is reduced.

soBGP and S-BGP curves. For the attack on soBGP,
the manipulator announces the shortest path that exists in
the AS graph. For the attack on S-BGP (and data-plane
verification), the manipulator announces the shortest avail-
able path that he learned from his neighbors. Oddly, the
soBGP and S-BGP curves are almost identical, despite the
fact that S-BGP provides stronger security guarantees than
soBGP (see also Section 4.4).

Honest curve. Here the manipulator behaves ‘normally’,
i.e., using the ranking and export policies of Section 2.2.

BGP+Defensive Filtering curve. Defensive filtering
eliminates all “Shortest-Path Export-All” attack strategies
on BGP by stubs, i.e., by 85% of ASes. Thus, this is ap-
proximately ‘BGP’ curve scaled down to 15%.

Different-sized ASes are equally affected. This paper
consistently measures the manipulator’s success by counting
the number of ASes that route through him as a result of
his attack strategy. We also produced versions of Figure 3
that count the fraction of ASes of a given size that route
through the manipulator: (a) All ASes, (b) ASes with at
least 25 customers, and (c) ASes with 250 customers. We
omit these graph as they were almost identical.

4 . 4 S-BG P fo rces l o ng pa th a nno uncements 
Figures 2 and 3 show that S-BGP is not much more effec-

tive in preventing “Shortest-Path Export-All” attack strate-
gies than the less-secure soBGP. To understand why, let’s
compare the lengths of the path that the manipulator can
announce with soBGP and S-BGP:

Figure 4: We show the probability that the manipulator
can announce a path that is shorter than the normal path,
i.e., the path he would have chosen if had used the rankings
in Section 2.2. Probability is taken over a randomly-chosen
victim, and a manipulator that is randomly chosen from one
of the following four classes: (a) Any AS in the graph, (b)
Non-stubs, or ASes with at least one customer (c) Medium-
sized ASes with at least 25 customers, and (d) Large ASes
with at least 250 customers. If we focus on the results for
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Discussion

Is the attack on S-BGP really an attack?

• No, not technically in the protocol
- ASes are allowed to export whatever routes they like

• Yes, effectively
- Key point 1: unusual export can grab nearly as much 

traffic as prefix hijack!
- Key point 2: Want protection against accidents well as 

attackers



Not just malicious attackers

Many or most high-profile outages likely just 
configuration errors

Natural correspondence between attackers and bugs

• behavior unknown ahead of time
• defense is to limit and contain worst-case effects

What about a bug in the protocol?

• worst-case scenario: zero-day exploit on large fraction of 
routers across the entire Internet

• many are running the same software!



A (bad) day in the life of the Internet

About 1% of Internet 
destinations disrupted 
for about 30 minutes

How did this happen?



Internet had a bad Friday
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~1% of prefixes affected

[Earl Zmijewski, Renesys]

http://www.renesys.com/blog/


Brewing a storm

1.An unusual announcement

2.Propagation from router to router

3.Buggy software mangles announcement

4.while(true)

1. Buggy router propagates announcement to neighbor
2. BGP session dropped upon receipt of mangled message
3. BGP session reestablished



Lessons

Many unsavory BGP announcements can be contained, 
but this one wasn’t

• Spread geographically because it was an entirely valid 
announcement

• Spread to many prefixes because BGP spec lets one bad 
announcement from a router affect all traffic to that 
router

Widespread correlated failures from similar software

Bugs and attacks can have similar effects and solutions

• Lucky in this case: bug triggered by researchers, not 
attackers!



Discussion

Partial deployment crucial. Issues?

Given all this, why does the Internet work so well?



Announcements

Next time: Data Center Network Architecture

Field trip 1:00 pm

• Cars useful to drive over to Blue Waters

Final project presentations Tue May 9, 11am - 2pm

• If you cannot make this, email me by Wednesday; 
otherwise I will assume you are committed to the 11am 
May 9 date


