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but first,

Routing Security, continued



Not just malicious attackers

Many or most high-profile outages likely just 
configuration errors

Natural correspondence between attackers and bugs

• behavior unknown ahead of time
• defense is to limit and contain worst-case effects

What about a bug in the protocol?

• worst-case scenario: zero-day exploit on large fraction of 
routers across the entire Internet
• many are running the same software!



A (bad) day in the life of the Internet

About 1% of Internet 
destinations disrupted for 
about 30 minutes

How did this happen?



Internet had a bad Friday
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~1% of prefixes affected
[Earl Zmijewski, Renesys]

http://www.renesys.com/blog/
http://www.renesys.com/blog/


Brewing a storm

1. An unusual announcement

2. Propagation from router to router

3. Buggy software mangles announcement

4. while(true)

1. Buggy router propagates announcement to neighbor
2. BGP session dropped upon receipt of mangled message
3. BGP session reestablished



Lessons

Many unsavory BGP announcements can be 
contained, but this one wasn’t

• Spread geographically because it was an entirely valid 
announcement
• Spread to many prefixes because BGP spec lets one bad 

announcement from a router affect all traffic to that 
router

Widespread correlated failures from similar software

Bugs and attacks can have similar effects and solutions

• Lucky in this case: bug triggered by researchers, not 
attackers!



Onward to Denial of Service



DoS in the real world

Source: Arbor Networks

Disclaimers:

• Survey of 130 network operators (mix of Tier 1, 2, 3; 
enterprise networks, etc.), not direct measurement
• Arbor sells network security solutions :-)

http://dilbert.com/strips/comic/1999-04-27/

http://dilbert.com/strips/comic/1999-04-27/
http://dilbert.com/strips/comic/1999-04-27/


DDoS is frequent and can be big
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The proportion of respondents seeing between one and 20 attacks per month is now at just over 70 percent 
(Figure 27), up from around 60 percent last year. Overall, attack frequencies are fairly similar to last year, with  
a decrease in the proportion of respondents reporting between 100 and 500 attacks per month. 

The durations of the longest attacks reported were quite varied (Figure 28). One-third of respondents indicated 
that the longest attacks they witnessed were less than six hours in duration, with 38 percent reporting their  
longest attacks lasting between one and seven days.

Attack Frequency per Month

Figure 27 Source: Arbor Networks, Inc.
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As mentioned earlier in this report, the ATLAS system gathers statistics from 
250 participating network operators around the world. These statistics include 
anonymized details of the DDoS attacks monitored by participants. 

 
This rich dataset is then collated and analyzed by the ASERT team. Using this dataset, Arbor can derive the peak 
attack sizes seen across the Internet—hour-by-hour, day-by-day and month-by-month. The largest attacks tracked 
by survey respondents appear to have decreased from their 2010 high of 100 Gbps, to 60 Gbps in both 2011 and 
2012; however, ATLAS is still tracking attacks at around the 100 Gbps level (Figure 17). Average tracked attack 
sizes have continued to grow over the past 12 months. Average attacks are now consistently above 1 Gbps, month-
by-month (Figure 18). This is relevant given the prevalence of 1 Gbps (and lower) Internet connectivity, as average 
attacks are now capable of saturating these links.

ATLAS-Monitored Attacks Sizes 
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[Measurements from Arbor’s ATLAS tool in 250 networks]
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Many types of attacks
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DDoS attack vectors vary significantly between attacks. Attack vectors tend to fall into one of three broad categories:

1.  Volumetric Attacks: These attacks attempt to consume the bandwidth either within the target network/service, or 
between the target network/service and the rest of the Internet. These attacks are simply about causing congestion. 

2.  TCP State-Exhaustion Attacks: These attempt to consume the connection state tables that are present in  
many infrastructure components, such as load balancers, firewalls and the application servers themselves. Even  
high-capacity devices capable of maintaining state on millions of connections can be taken down by these attacks. 

3.  Application-Layer Attacks: These target some aspect of an application or service at Layer 7. They are the most 
sophisticated, stealthy attacks because they can be very effective with as few as one attacking machine generating  
a low traffic rate. This makes these attacks very difficult to proactively detect and mitigate. 

Within these categories, the actual attack vectors being used are evolving continuously, with new and more complex 
attack tools being produced by the hacker community all the time. Arbor’s ASERT blog (ddos.arbornetworks.com)  
contains the latest analysis. 

Application-layer attacks have become increasingly common over the past few years, with 86 percent of our respon-
dents reporting application-layer attacks targeting Web services (Figure 24). Interestingly, the proportion of reported 
application-layer attacks has not changed much over the last few years for most services such as HTTP, DNS, SMTP, 
etc. The only clear change is in relation to HTTPS, with 37 percent of our respondents seeing application-layer attacks 
targeting this service—up from 24 percent last year. This may indicate that encrypted services, such as those used to 
check out of e-commerce sites and by financial service portals, are being targeted by application-layer attacks.

Looking at the attacks targeting encrypted services in more detail, it is worth noting that there is an approximate 50/50 
split between respondents who saw the service running over the encrypted transport being targeted, and those who saw 
both the service and the underlying encryption protocol being targeted by attacks.

Targets of Application-Layer Attacks

Figure 24 Source: Arbor Networks, Inc.Source: Arbor Networks, Inc.
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Motivation
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As expected, ideological hacktivism was again perceived as the most common 
motivation behind the DDoS attacks monitored by our survey respondents.  
The largest attack reported was 60 Gbps, identical to last year’s survey, with 
end users being the most common targets for the largest monitored attacks. 

Taking the common or very common motivations perceived by our survey respondents, ideological hacktivism kept its 
number one position from last year (Figure 16), with the number two and three motivations—online gaming-related and 
nihilism/vandalism—switching places. It is important to consider the fact that all three of the top motivations for attacks 
have an emotional component to them that makes them very unpredictable. Perceived slights between individuals or 
between individuals and companies have now become a major root cause of DDoS attacks. It should also be noted that 
although many of the attacks reported in the media tend to be ideologically motivated, many other attacks do take place 
with alternate motivations. As survey results show, approximately 15 percent of respondents see attacks commonly or 
very commonly motivated by extortion, competitive rivalry between organizations or as a distraction from data theft. 

Motivation, Scale, Targeting and Frequency 
of DDoS Attacks

Most Common Motivations Behind DDoS Attacks

Figure 16 Source: Arbor Networks, Inc.Source: Arbor Networks, Inc.
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• “TCP/80 SYN flood toward Chinese online gaming (not 
gambling) site who was a DDoS mitigation customer of 
ours. Motivations unknown. Frequent on-and-off waves 
of attack traffic over several days, the largest of which 
topped out at 28.3 Mpps.”

• “UDP port 22 small byte packets at high rate for less 
than 10 minutes, overran firewalls supposedly able to 
handle much higher pps rates.”

• “UDP reflection/amplification attack, primarily a mix of 
port 53 and 520 with some SYN and ICMP backscatter. 
Suspected attack motivation was retaliatory attack to 
something our users posted on a web forum (destination 
of the attack was a web proxy).”

Comments on largest attacks



DNS Reflection and Amplification

Attacker
address: 5.6.7.8

Victim
address: 1.2.3.4

Open DNS resolver

Open DNS resolver

Open DNS resolver

Open DNS resolver
nslookup name.com 

source: 1.2.3.4



DNS Reflection and Amplification

Reflection

• via source address spoofing + lack of handshake in DNS
• hides source
• enables amplification by converting attacker’s request 

traffic into response traffic

Amplification

• response is larger than request
• magnifies damage per unit of attacker work



DDoS defense
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ACLs remain the most popular DDoS attack mitigation mechanism, despite 
their functional and operational limitations. However, there has been a rise 
in the proportion of respondents using Intelligent DDoS Mitigation Systems 
(IDMS) to protect their customers and services.

The percentage of respondents utilizing ACLs for DDoS mitigation has remained almost equal to that reported  
in last year’s survey (Figure 32). However, there has been a substantial increase in the proportion of respondents 
using IDMS to mitigate attacks, up from 45 percent to 60 percent. This is encouraging as IDMS solutions, and  
the services based on them, are specifically designed to deal with the DDoS threat and offer the best protection 
for end user organizations and network operators.

However, a big concern is the reported increase in the use of firewalls for DDoS mitigation, up from just over one-third 
of respondents last year to 57 percent this year. As has been discussed in previous iterations of this report, firewalls 
are not designed to deal with DDoS attacks. In fact, their reliance on maintaining session state can make them being 
the targets of some state-exhaustion attacks (or they can be impacted due to state exhaustion as attack traffic passes 
through them). Firewalls can be used to mitigate some DDoS attacks, and are an essential part of a layered-security 
model, but relying on them to deal with large, complex DDoS attacks can put service availability at risk. 

Encouraging is the drop in the proportion of respondents using destination based remote triggered black-hole 
(D-RTBH) as a mitigation mechanism—from just over half of respondents to 39 percent. D-RTBH drops all traffic 
toward the victim of an attack, protecting other network operator customers and services from collateral damage. 
This is obviously not an ideal solution for the original target, as the attack is effectively completed. The reduction in 
the proportion of respondents using D-RTBH drop may indicate that operators are starting to use alternatives such 
as IDMS to protect their customers from attacks, maintaining service availability. 

Attack Mitigation Techniques

Attack Mitigation Techniques

Figure 32 Source: Arbor Networks, Inc.
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DoS in context
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DDoS attacks against customers remain the number one operational  
threat or concern for survey respondents. Over half of respondents reported  
a higher level of awareness of the DDoS threat across their own and their  
customers’ organizations. 

Over three-quarters of survey participants experienced DDoS attacks toward their customers within the survey 
period (Figure 10). Over half reported seeing DDoS attacks against Internet services (DNS, email, etc.) and  
network infrastructure (routers, switches, load balancers, etc.)—a significant increase over last year.

Just under half of all respondents saw actual infrastructure outages due to DDoS. This clearly illustrates the threat 
DDoS attacks pose to Internet service availability and demonstrates the disparity in defense capabilities that 
Internet operators have available. 

The second highest threat experienced in the last 12 months was outage due to failure or misconfiguration. This 
has been consistently experienced by 60 percent of survey respondents for the last three years, indicating that 
this problem does not appear to be going away or improving substantially. 

Most Significant Operational Threats

Most Significant Operational Threats Experienced

Figure 10 Source: Arbor Networks, Inc.
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DDoS Defense by Offense

Walfish, Vutukuru, Balakrishnan, Karger, Shenker,
SIGCOMM 2006



Speak-up key idea

(a) (b)

Figure 1: An attacked server, B + g > c, (a) without speak-up (b) with speak-up. The good clients’ traffic is gray, as is the portion of the server that
they capture. The figure does not specify speak-up’s encouragement mechanism (aggressive retries or payment channel).

If the good clients make g requests per second in aggregate
and have an aggregate bandwidth of G requests per second to
the server, and if the bad clients have an aggregate bandwidth
of B requests per second, then the server should process good
requests at a rate of min(g, GG+Bc) requests per second.

If this goal is met, then modest over-provisioning of the server (rel-
ative to the legitimate demand) can satisfy the good clients. For if it
is met, then satisfying them requires only G

G+Bc ≥ g (i.e., the piece
the good clients can get must exceed their demand). This expres-
sion translates to the idealized server provisioning requirement:

c ≥ g(1 + B/G) def= cid,

which says that the server must be able to handle the “good” de-
mand (g) and diminished demand from the bad clients (B gG ). For
example, if B = G (a special case of condition C2 in §2.2), then the
required over-provisioning is a factor of two (c ≥ 2g). In practice,
speak-up cannot exactly achieve this ideal because limited cheating
is possible. We analyze this effect in §3.4.

Required Mechanisms. Any practical realization of speak-up
needs three mechanisms. The first is a way to limit requests to the
server to c per second. However, rate-limiting alone will not change
the server’s allocation to good and bad clients. Since the design goal
is that this allocation reflect available bandwidth, speak-up also
needs a mechanism to reveal that bandwidth: speak-up must per-
form encouragement, which we define as causing a client to send
more traffic—potentially much more—for a single request than it
would if the server were unattacked. Third, given the incoming
bandwidths, speak-up needs a proportional allocation mechanism
to admit clients at rates proportional to their delivered bandwidth.
To implement these mechanisms, speak-up uses a front-end to

the server, called the thinner, depicted in Figure 1(b). The thinner
implements encouragement and controls which requests the server
sees. Encouragement can take several forms; the two variations of
speak-up below, in §3.2 and §3.3, each incorporate a different one
with correspondingly distinct proportional allocation mechanisms.
Before presenting these, we observe that today when a server is
overloaded and fails to respond to a request, a client typically times
out and retries—thereby generating more traffic than if the server
were unloaded. However, the bandwidth increase is small (since
today’s timeouts are long). In contrast, encouragement (which is
initiated by an agent of the server) will cause good clients to send
significantly more traffic—while still obeying congestion control.

3.2 Random Drops and Aggressive Retries
In the version of speak-up that we now describe, the thinner imple-
ments proportional allocation by dropping requests at random to
reduce the rate to c. To implement encouragement, the thinner, for

each request that it drops, immediately asks the client to retry. This
synchronous please-retry signal causes the good clients—the bad
ones are already “maxed out”—to retry at far higher rates than they
would under silent dropping. (Silent dropping happens in many ap-
plications and in effect says, “please try again later”, whereas the
thinner says, “please try again now”.)
With the scheme as presented thus far, a good client sends only

one packet per round-trip time (RTT) while a bad client can keep
many requests outstanding, thereby manufacturing an advantage.
To avoid this problem, we modify the scheme as follows: without
waiting for explicit please-retry signals, the clients send repeated
retries in a congestion-controlled stream. Here, the feedback used
by the congestion control protocol functions as implicit please-retry
signals. This modification allows all clients to pipeline their re-
quests and keep their pipe to the thinner full.
One might ask, “To solve the same problem, why not enforce

one outstanding retry per client?” or, “Why not dispense with re-
tries, queue clients’ requests, and serve the oldest?” The answer
is “spoofing and NAT”. Spoofing, as happens in our threat model
(§2.2), means that one client may claim to be several, and NAT
means that several clients (which may individually have plenty
of bandwidth) may appear to be one. Thus, the thinner can en-
force neither one outstanding retry per “client” nor any other quota
scheme that needs to identify clients. Ironically, taxing clients is
easier than identifying them: the continuous stream of bytes that
clients are asked to send ensures that each is charged individually.
Indeed, speak-up is a currency-based scheme (as we said ear-

lier), and the price for access is the number of retries, r, that a
client must send. Observe that the thinner does not communicate
r to clients: good clients keep resending until they get through (or
give up). Also, r automatically changes with the attack size.
This approach fulfills the design goal in §3.1, as we now show.

The thinner admits incoming requests with some probability p to
make the total load reaching the server be c. There are two cases.
Either the good clients cannot afford the price, in which case they
exhaust all of their bandwidth and do not get service at rate g, or
they can afford the price, in which case they send retries until get-
ting through. In both cases, the price, r, is 1/p. In the first case, a
load of B+G enters the thinner, so p = c

B+G , r =
B+G
c , and the good

clients can pay for G/r = G
G+Bc requests per second. In the second

case, the good clients get service at rate g, as required.

3.3 Explicit Payment Channel
We now describe another encouragement mechanism, which we
use in our implementation and evaluation. Conceptually, the thin-
ner asks clients to pad their requests with dummy bytes. However,
instead of having to know the correct amount of padding and com-
municate it to clients, the thinner does the following. When the
server is overloaded, the thinner asks a requesting client to open

[Walfish et al.]

Mechanism

• Thinner guards access to server
• Runs “auction” for each service slot
• Whoever has sent most since last service gets service



Bounding attacker damage

Assume

• Legitimate user sends one unit traffic per round
• Obtains one unit service after k rounds

Then in worst case...

Legit

time (rounds)All o
thers

win &
pay

user’s
payment per win

k

all others’ mean
payment per win



Two ways to view the paper

If attackers are selfish, let good clients be selfish too

• At least they compete fairly
• Vastly improved situation

Charge clients a currency

• Reduces amplification due to HTTP request being much 
less work than response 
• Here, currency = bandwidth
• This happens today under DoS attack, whether you like it 

or not
• Just need to inform legitimate clients about the situation



Clear drawback: Spends bandwidth

Extra charging

• Clients might be charged more [Yen Shine Low]
• Customers may thus switch to services that don’t use 

Speak Up [Suna Kim]

Worse performance

• Could hurt other client apps’ performance [Danny Xu]
• Could congest services co-located with server [Shayan 

Saeed, Alok Taigi]



Questioning Assumptions

Assumed: Good clients typically use small % of their 
bandwidth capacity

When is this false?



Questioning Assumptions

Assumed: Clients can all send about the same amount

What about users with low or costly bandwidth?

• Unfair to them [Anthony Lang, Nirupam Roy]
• What would you do to fix it?



Interesting points from paper

What if multiple bots pretend to be one? [Zhenhuan]

• They get 2x the service
• But that’s just a name change (2x1 vs. 1x2)
• “Ironically, taxing clients is easier than identifying them”



Announcements

Week after next: midterm project presentations

• Be ready by Tuesday of that week
• 5 minute presentation, 5 minute questions
- What problem are you solving?
- Why has past work not addressed the problem?
- What is your approach for solving it?
- What are your preliminary results & progress?


