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Cerf and Kahn: TCP/IP



Cerf and Kahn: TCP/IP
today design decisions

thursday architectural principles



Interconnection challenges

Heterogeneity

• Different addressing, supported packet lengths, reliability 
mechanism, latency, status information, routing

Must let each network operate independently

Solution:
“unacceptable
alternative”

Hosts

Protocols

IP



Gateways and IP

Gateways sit at interface between networks

...and speak an Internetworking protocol
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Fig. 2.  Three  networks  interconnected by two GATEWAYS. 
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Fig. 3. Internetwork  packet  format (fields not shown to  scale). 

worlc header,  is  illustrated  in  Fig. 3 .  The source and desti- 

nation  entries  uniforndy and uniquely  identify the address 

of every HOST in  the composite  network.  Addressing  is a 

subject of considerable  complexity  which  is  discussed 

in  greater  detail  in  the  next section. Thenext  two  entries  in 

the header  provide a sequence number  and a byte  count 

that  may  be used to properly  sequence the packets  upon 

delivery to  the dest'ination  and  may  also  enable the 

GATEWAYS to  detect  fault conditions affecting  the  packet. 

The flag  field is  used to convey specific control  information 

and is discussed in  the sect.ion on  retransmission  and 

duplicate  detection  later. The remainder of the  packet 

consists of text for  delivery to  the  destination  and a  trailing 

check sum used for end-to-end  software  verification. The 

GATEWAY does not modify the  text  and merely  forwards the 

check sum along without  computing or recomputing  it. 

Each nct\r-orlr may need to  augment  the  packet  format 

before i t  can pass  t'hrough the individual  netu-ork.  We 

havc  indicated a local header in  the figure which  is prefixed 

to  the beginning of the  packet.  This local header  is  intro- 

duced  nlcrely t'o illustrate the concept of embedding an 

intcrnetworlc packet  in  the  format of the individual  net#- 

work through which the  packet  must pass. It will ob- 

viously vary  in  its  exact  form  from  network  to  network 

and  may  even be unnecessary in some cases. Although not 

explicitly  indicated in  the figure, i t  is  also possiblc that a 

local trailer  may  be  appended to  the end of the packet. 

Unless all transnlitted  packets  are legislatively re- 

stricted to be small  enough to  be  accepted  by  cvcry  in- 

dividual  network, the GATEWAY may be forced to split  a 

packet int,o two or more  smaller  packets. This  action  is 

called fragmentation  and  must be done  in  such a way that 

the destination  is  able to piece togcthcr the fragmcntcd 

packet. It is  clear that  the internct\vorl; header  format 

imposes  a  minimum packet size which all  networks 

must  carry (obviously  all  networks will want  to  carry 

packets  larger than  this  minimum). We believe the long 

rangc  growth  and  development of internctworl; com- 

munication would be seriously  inhibited by specifying 

how much  larger than  the minimum a paclcct  sizc can bc, 

for  tjhc follo\\-ing reasons. 

1) If a maximum  permitted  packet size is specified then 

i t  bccomos impossible to  completely  isolate the  internal 

packet size parameters of one  network  from the  internal 

packet size parameters of all other  networks. 

2 )  It would be  very difficult to increase the maximum 

permitted  packet size in response to new technology (e.g., 

large  memory  systems,  higher data  rate communication 

facilities, etc.) since this would require the agreement  and 

then implen-rentation by all  participating  networks. 

3 )  Associative  addressing and pa.clcet encryption  may 

require the size of a particular  pa'ckct to  cxpand  during 

transit for incorporation of new information. 

Provision  for fragmentation (regardless of where i t  is 

performed)  permits  packet sixc variations to  be  handled 

on an individual  network  basis  without global admin- 

istration  and also permits HOSTS and processes to  be 

insulated  from  changes  in the pa,ckct sizes permitted  in 

any networks  through  which  their data  must pass. 

If fragmentation  must  be  done, i t  appears  best  to  do  it 

upon  entering the  nest netu-orlc at  the GAPEWAY since only 

t.his GATEWAY (and  not  the  other netLvorlcs) must be awarc 

of the int.ernal packet size parameters which made  the 

fragmentation necessary. 

If a GATEWAY fragnwnts  an  incoming  packet  into t'T1-o or 

more paclcet,s, they  must  eventually  be passed along to  the 

destination HOST as  fragnxnts or reassembled  for the 

HOST. It is  conceivable that one  might  desire the GArrEwAY 

to perform the rea.ssenlbly to  simplify the  task of the desti- 

nation HOST (or process) and/or  to  take  advantage of a 

larger  packet size. We take  the position tJhat GATEWAYS 

should  not perform this  function since GATEWAY re- 

assen-rbly can lead to serious buffering  problems,  potential 

deadlocks, the necessity  for  all  fragments of a packet to  

pass through  the  same GArrEwA>r, and increased  dclay in 

transmission. Furthermore, i t  is not sufficient for the 

may also have  to  fragment a paclxt for  transmission. 

Thus  the destination HOST must be prepared to  do  this 

task. 

Let  us now turn briefly to  the somewhat  unusual ac- 

counting effect 11-hich arises  when  a  packet may  be frag- 

mented  by one or more GATEWAYS. We  assume, for 

simplicity, that each  network  initially  charges a fixed rate 

per paclrct transmitted, regardless of distancc,  and if one 

network  can  handle  a  larger  packet size t lml  another, i t  

charges a proportionally  larger price per paclcct. We also 

assume tha t  a subsequent  increase  in any network's 

packet size docs not  result  in  additional cost  per  packet to 

its users. The charge to a uscr thus  remains basically 

constant  through  any  net which must  fragmcnt a packet. 

The unusual cffcct occurs when a paclcct  is fragmented  into 

smaller  packets  which must  individually pass through a 

subsequent nctxvork with a larger  packet size than  the 

original  unfragmented  packet. We expect that most  net- 

works \vi11 naturally selech packet sizes  close to one 

anot'her, but  in  any case, an increase in  packet size in one 

net,  even  when it  causes  fragmentation, will not increase 

the cost of transnlission and  may  actually decrease it. I n  

the  event  that  any  other  packet charging policies (than 

GATEWAYS to provide  this  function since the final GATEWAY 
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subject of considerable  complexity  which  is  discussed 

in  greater  detail  in  the  next section. Thenext  two  entries  in 

the header  provide a sequence number  and a byte  count 

that  may  be used to properly  sequence the packets  upon 

delivery to  the dest'ination  and  may  also  enable the 

GATEWAYS to  detect  fault conditions affecting  the  packet. 

The flag  field is  used to convey specific control  information 

and is discussed in  the sect.ion on  retransmission  and 

duplicate  detection  later. The remainder of the  packet 

consists of text for  delivery to  the  destination  and a  trailing 

check sum used for end-to-end  software  verification. The 

GATEWAY does not modify the  text  and merely  forwards the 

check sum along without  computing or recomputing  it. 
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called fragmentation  and  must be done  in  such a way that 
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istration  and also permits HOSTS and processes to  be 

insulated  from  changes  in the pa,ckct sizes permitted  in 

any networks  through  which  their data  must pass. 
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upon  entering the  nest netu-orlc at  the GAPEWAY since only 

t.his GATEWAY (and  not  the  other netLvorlcs) must be awarc 

of the int.ernal packet size parameters which made  the 

fragmentation necessary. 

If a GATEWAY fragnwnts  an  incoming  packet  into t'T1-o or 

more paclcet,s, they  must  eventually  be passed along to  the 
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HOST. It is  conceivable that one  might  desire the GArrEwAY 

to perform the rea.ssenlbly to  simplify the  task of the desti- 

nation HOST (or process) and/or  to  take  advantage of a 

larger  packet size. We take  the position tJhat GATEWAYS 

should  not perform this  function since GATEWAY re- 

assen-rbly can lead to serious buffering  problems,  potential 

deadlocks, the necessity  for  all  fragments of a packet to  

pass through  the  same GArrEwA>r, and increased  dclay in 

transmission. Furthermore, i t  is not sufficient for the 

may also have  to  fragment a paclxt for  transmission. 

Thus  the destination HOST must be prepared to  do  this 

task. 

Let  us now turn briefly to  the somewhat  unusual ac- 

counting effect 11-hich arises  when  a  packet may  be frag- 

mented  by one or more GATEWAYS. We  assume, for 

simplicity, that each  network  initially  charges a fixed rate 

per paclrct transmitted, regardless of distancc,  and if one 

network  can  handle  a  larger  packet size t lml  another, i t  

charges a proportionally  larger price per paclcct. We also 

assume tha t  a subsequent  increase  in any network's 

packet size docs not  result  in  additional cost  per  packet to 

its users. The charge to a uscr thus  remains basically 

constant  through  any  net which must  fragmcnt a packet. 

The unusual cffcct occurs when a paclcct  is fragmented  into 

smaller  packets  which must  individually pass through a 

subsequent nctxvork with a larger  packet size than  the 

original  unfragmented  packet. We expect that most  net- 

works \vi11 naturally selech packet sizes  close to one 

anot'her, but  in  any case, an increase in  packet size in one 

net,  even  when it  causes  fragmentation, will not increase 

the cost of transnlission and  may  actually decrease it. I n  

the  event  that  any  other  packet charging policies (than 

GATEWAYS to provide  this  function since the final GATEWAY 
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IP packet fragmentation

Allow maximum packet size to evolve

Protocol mechanisms to split packets in-transit

• byte-level sequence numbers

Reassemble at end-hosts

• Why not gateways?



Unreliable datagrams

No need for reliability in underlying network

Greatly simplifies design

• Exception handling always adds complexity
• But in IP: Any problem? Just drop the packet
- examples?

What’s not a stated reason for datagrams?

• Statistical multiplexing



Addressing & routing

Routing unspecified––but constrained!

• Hierarchical (network, host) address
• Route computed within network, hop-

by-hop
• 8 bits for network: “This size seems 

sufficient for the foreseeable future.”
• Later: 32 bits in three size classes 

(A,B,C), and then CIDR.

Many new routing/forwarding designs 
need to change this address format

CERF  AND  KAHN:  PACKET  NETWORK  INTISRCOMMUNICATION 

ADDRESS  FORMATS 

The selection of address  formats is a  problem  between 

networks  because the local network  addresses of TCP's 

may  vary  substantially  in  format  and size. A  uniform in- 

ternetwork TCP address  space,  understood by each 

GATEWAY and  TCP, is  essential to routing  and delivery 

of internetwork  packets. 

Similar  troubles  are  encountered when we deal  with 

process addressing and,  more generally, port addressing. 

We .introduce the notion of ports in  order  to  permit a 

process to distinguish  between  multiple message streams. 

The  port  is  simply a  designator of one  such message stream 

associated with a process. The  means for identifying  a port 

are generally  different in different  operating  systems, and 

therefore, to  obtain uniform addressing, a standard  port 

address  format is also required.  A port  address designates 

a full duplex message stream. 

TCP  ADDRESSING 

TCP addressing is intimately  bound  up  in  routing 

issues, since a HOST or GATEWAY must choose a  suitable 

destination HOST or GATEWAY for an outgoing  int,ernetworl< 

packet.  Let  us  postulate the following address  format for 

the  TCP address  (Fig. 4). The choice for  network  identi- 

fication (8 bits) allows up  to 256 distinct  networks.  This 

size seems sufficient for the forseeable future. Similarly, 

the  TCP identifier field permits up  to 65 536 distinct 

TCP's  to  be addressed, which seems more than sufficient 

for any given network. 

As each  packet passes through  a GATEWAY, the GATEWAY 

observes the destination  network I D  to determine how 

to  route  the  packet. If the destination  network is con- 

nected to  the GATEWAY, the lower 16 bits of the  TCP address 

are used to produce  a local TCP address  in  the  destination 

network. If the destination  network  is  not  connected to  the 

GATEWAY, the upper S bits are used to select a  subsequent 

GATEWAY. We malx no  effort to specify how each in- 

dividual  network  shall  associate the internetwork TCP 

identifier  with its local TCP address. We also do not  rule 

out  the possibility that  the local network  understands the 

internetwork  addressing  scheme  and  thus  alleviates the 

GATEWAY of the routing  responsibility. 

PORT  ADDRESSING 

A receiving TCP is faced with the  task of demultiplex- 

ing the  stream of internetwork  packets it receives and 

reconstructing the original messages for  each  destination 

process. Each  operating  system  has  its own internal 

means of identifying processes and  ports. We assume that 

16 bits  are sufficient to serve as  intcrnctwork  port identifiers. 

A  sending process nccd not know how the destination 

port identification will be used. The destination TCP 
will be  ablc to parse this  number  appropriately to find 

the proper buffer into which it will place arriving  packets. 

We permit  a  large  port  number field to  support processcs 

which want  to distinguish  bctween many different 

messages streams  concurrently. In  reality, we do not  care 

how the 16 bits  are sliced up  by  the  TCP's involved. 

641 

8 16 

NETWORK TCP IDENTIFIER 

Fig. 4. ',TCP address. 

Even  though  the  transmitted  port  name field is large, 

it is  still  a  compact  external  name  for the  internal repre- 

sentation of the port. The use of short names for port 

identifiers is often  desirable to reduce  transmission over- 

head and possibly reduce  packet processing time at   the 

dehnation  TCP. Assigning short names to each port, 

however,  requires an initial  negotiation  between  source 

and  destination  to agree on a  suitable  short  name assign- 

ment, the subsequent  maintenance of conversion tables 

a t  both  the source and  the  destination,  and a final trans- 

action  to release the  short name.  For  dynamic  assignment 

of port names, this negotiation is generally necessary in 

any case. 

SEGMENT  AND  PACKET  FORMATS 

As shown  in Fig. 5, messages are broken by  the TCP 
into segments whose format  is shown in more  detail  in 

Fig. 6. The field lengths  illustrated are merely suggestive. 

The first  two fields (source port  and  destination  port  in 

the figure) have  already been discussed in the preceding 

section  on  addressing. The uses of t.he third  and  fourth 

fields (window and acknowledgment  in the figure) will 

be discussed later  in  the section  on  retransmission and 

duplicate  detection. 

We recall from Fig. 3 that   an internetwork  header con- 

tains  both a  sequence number  and a byte  count,  as well as 

a flag field and a  check  sum. The USCS of these fields are 

explained in  the following section. 

REASSEMBLY  AND  SEQUENCING 

The reconstruction of a message at  the receiving TCP 

clearly requires' that each  internetwork  packet  carry a 

sequence  number which is unique to  its particular  desti- 

nation  port message stream.  The sequence  numbers must 

be  monotonic increasing (or decreasing) since thcy  are 

used to reorder and reassemble arriving  packets  into a 
mcssage. If the space of sequence  numbers were infinite, 

we could simply assign the next  one  to each new packet. 

Clearly, this space  cannot  be  infinite,  and we will consider 

what problems  a  finite  sequence  number  space will cause 

when we discuss retransmission and  duplicate  detection 

in the next  section. We propose the following scheme  for 

performing the sequencing of packets and hence the re- 

construction of messages by  the destination TCP. 

A  pair of ports will exchange  one or more messages over 

a period of time. We could view the sequence of messages 

produced  by  one port as if it were embedded in  an in- 

finitely  long stream of bytes.  Each  byte of the message has 

a  unique  sequence  number which we takc  to be its  byte 

location  relativc to  the beginning of the stream.  When  a 

In  the case of encrypted  packets, a preliminary stage of re- 
assembly may be required prior to decryption. 

ACM SIGCOMM Computer Communication Review 75 Volume 35, Number 2, April 2005



Ports

Associated with a process on a host

Identify endpoints of a connection (“association”)

Rejected design:

• connection at host level
• packet may include bytes for multiple processes

What’s the difference between a port and an address?



What we now call TCP

Window-based scheme

Provides reliability, ordering, 
flow control

• Even though you might 
want only some of these

What else does it do today?

• Congestion control
• Three-way handshake

CRRF AND KAHX: PACKET NETWORK INTERCOMMUNICATION 643 

RETRANSMISSION  AND  DUPLICATE 

DETECTION 

No transmission  can  be 100 percent reliable. We 

propose  a timeout  and  positive  acknowledgment mecha- 

nism  which will allow TCP’s  to recover  from packet losses 

from  one HOST to  another.  A  TCP  transmits  packets  and 

waits for replies (acknowledgements) that  are carried in 

the reverse packet  stream. If no  acknowledgment for a 

particular  packet is received, the  TCP will retransmit. 

It is  our  expectation that  the HOST level retransmission 

mechanism,  which is described in  the following para- 

graphs, will not  be called upon  very  often  in  practice. 

Evidence  already exists2 that individual  networks  can  be 

effectively constructed  without  this  feature.  However, the 

inclusion of a HOST retransmission  capability  makes i t  

possible to recover  from  occasional  network  problems and 

allows  a  wide  range of HOST protocol strategies  to be in- 

corporated. We envision it will occasionally be invoked to 

allow HOST accommodation  to  infrequent  overdemands for 

limited  buffer resources, and otherwise not used  much. 

Any  retransmission policy requires  some  means by 

which the receiver can  detect  duplicate  arrivals.  Even if 

an infinite  number of distinct  packet sequence  numbers 

were  available, the receiver mould still  have  the problem 

of knowing how long to remember  previously  received 

packets  in  order to  detect  duplicates.  Matters  are compli- 

cated  by  the  fact  that  only  a  finite  number of distinct 

sequence  numbers are  in  fact  available,  and if they  are 

reused,  the receiver must be  able to distinguish  between 

new  transmissions  and  retransmissions. 

A window strategy, similar to  that used by  the  French 

CYCLADES system  (voie  virtuelle  transmission  mode [SI) 
and  the ARPANET very  distant HOST connection [lS], 

is proposed  here  (see Fig. 10). 

Suppose that  the sequence number field in  the  inter- 

network  header  permits  sequence  numbers to range  from 

0 to n - 1. We assume that  the sender will not  transmit 

more  than w bytes  without receiving an acknowledgment. 

The w bytes  serve  as  the window (see Fig. 11). Clearly, 

w must  be less than n. The rules for sender  and receiver 

are  as follows. 

Sender: Let L be  the sequence number associated with 

the left  window edge. 

1) The  sender  transmits  bytes  from  segments whose 

text lies between L and  up  to L + w - 1. 

2 )  On timeout  (duration  unspecified),  the  sender 

retransmits unacknowledged bytes. 

3) On  receipt of acknowledgment consisting of the 

receiver’s current  left window edge, the sender’s,  left 

window  edge is advanced  over  the aclrnowledged bytes 

(advancing  the  right window  edge implicitly). 

Receiver: 

1) Arriving  packets  yhose sequence  numbers coincide 

with  the receiver’s current  left window  edge are acknowl- 

edged  by  sending to  the source the  next  sequence  number 

Left Window Edge 
I 

0 n- 1 a+w- 1 a 

1- window -4 

I< packet sequence number space -1 
Fig. 10. The window  concept. 

Source 

Address 

I Address 

Destination 

I 

6 

7 

8 

9 

10 

Next Read Position 

End Read  Position 

Timeout 

Fig. 11. Conceptual TCB  format. 

expected.  This effectively acknowledges bytes  in between. 

The  left window  edge is advanced  to  the  next sequence 

number  expected. 

2) Packets  arriving  with  a sequence number  to  the  left 

of the window  edge (or, in  fact,  outside of the window) are 

discarded,  and  the  current  left window  edge  is returned  as 

acknowledgment. 

3) Packets whose  sequence  numbers lie within  the 

receiver’s window but do  not coinicide with  the receiver’s 

left  window  edge are  optionally  kept or  discarded, but 

are  not acknowledged. This is the case when  packets  arrive 

out of order. 

We make some  observations  on  this  strategy.  First, all 

computations  with  sequence  numbers  and  window  edges 

must  be  made modulo n (e.g.,  byte 0 follows byte n - 1). 

Second, w must be less than n/Y;  otherwise  a retrans- 

mission may  appear  to  the receiver to be  a new trans- 

mission in the case that  the receiver has  accepted  a 

window’s worth of incoming  packcts, but  all acknowledg- 

ments  havc been  lost.  Third,  the receiver can  either  save 

or  discard  arriving  packets whose  !sequence numbers  do 

not coincide with  the receiver’s left  window. Thus,  in  the 

simplest  implementation,  the receiver need not  buffer 

more than one  packet  per  message  stream if space is 

critical. Fourth,  multiple  packets  can be aclrnowledgcd 

simultaneously.  Fifth,  the receiver is able  to deliver 

messages to  processes in  their  proper  order as a  natural 

result of the reassembly  mechanism. Sixth, when  dupli- 

cates  arc  detected,  the acknowledgment  method  used 

naturally works to  rcsynchronizc  scndcr and receiver. 

Furthermore, if the rcccivcr accepts  packets whose 

sequcnce  numbcrs lie within  the  current window but 

The ARPANET is one such example. required that a retransmission not  appear to be a new transmission. 
Actually n/2  is  merely a convenient number to  use; it is only 
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What we now call TCP

Why did they write this?  Is it true now?

No congestion control in this early version!

• TCP congestion control introduces losses intentionally

It is our expectation that the host level 
retransmission mechanism ... will not be 
called upon very often in practice.  Evidence 
already exists [ARPANET] that individual 
networks can be effectively constructed 
without this feature.

“
”



Project suggestions

see separate document



Announcements

Read over syllabus

Review due Thursday:

• End-to-end arguments in system design 
(Saltzer et al, 1984)

http://www.cs.illinois.edu/~pbg/courses/cs598fa09/readings/ck74.pdf
http://www.cs.illinois.edu/~pbg/courses/cs598fa09/readings/ck74.pdf

