
Wireless networking
Brighten Godfrey

CS 538 November 27 2012

slides ©2010-2012 by Brighten Godfrey unless otherwise noted



Challenges of wireless

Shared, exposed medium

Interference

• from other transmitters
• from same transmitter! (multipath)
• from external environment

Signal attenuation (path loss)

Dynamic & unknown physical medium

Security



3D Beamforming

(a) Rack-based DC (b) Container-based DC

TX RX

(c) 2D Beamforming

TX RX

(d) 3D Beamforming

Figure 1: Radio transceivers are placed atop each rack (a) or container (b). Using 2D beamforming (c), transceivers

communicate with neighboring racks directly, but forward traffic in multiple hops to non-neighboring racks. Using 3D

beamforming (d), the ceiling reflects the signals from each sender to its desired receiver, avoiding multi-hop relays.

To address these issues, we investigate the feasibil-
ity of 60 GHz 3D beamforming as a novel and flexible
wireless primitive for use in data centers. In 3D wireless
beamforming, a top-of-rack directional antenna forms a
wireless link by reflecting a focused beam off the ceiling
towards the receiver. This allows it to reduce its in-
terference footprint, avoid blocking obstacles, and pro-
vides an indirect line-of-sight path for reliable commu-
nication. To implement such a system, we only need
beamforming radios readily available today, and sim-
ple flat metal plates can provide near perfect reflection
when mounted on the ceiling of a data center.
3D beamforming has several distinctive advantages

over prior “2D” approaches. First, bouncing the beam
off the ceiling allows links to extend the reach of radio
signals by avoiding blocking obstacles. Second, the 3D
direction of the beam significantly reduces its interfer-
ence range, thus allowing more nearby flows to transmit
concurrently. The reduced interference also extends the
effective range of each link, allowing our system to con-
nect any two racks using a single hop, and mitigating
the need for multihop links.
In this paper, we propose a 3D beamforming system

for 60 GHz wireless transmissions in data centers. We
describe a detailed design, and use detailed simulations
to understand the design tradeoffs of such a system.
We quantify the short-term implications of 3D versus
2D beamforming, and discuss key challenges remaining
before widespread adoption of this technology. 60 GHz
links are a promising tool to augment current data cen-
ters with flexible, point-to-point wireless capacity, and
we believe this work is an advancement that eliminates
some of the obstacles en route to its wide adoption.

2. WIRELESS DATA CENTERS

Wireless links can address the cabling complexity in
data centers [15, 17, 18, 23, 26]. As shown in Fig-
ure 1(a)-(b), wireless radios can be placed on the top
of each rack or shipping container, connecting the top-
of-rack (ToR) switches wirelessly. Despite the potential
to enable flexible network configurations and efficient
cooling, data center managers are still skeptical on de-

ploying wireless interconnects in practice [1]. In this
section, we first describe existing wireless designs for
data centers, and then outline their key limitations.

2.1 60 GHz Wireless

Existing designs [15, 17, 18, 26] adopt 60 GHz wire-
less technologies because of two reasons. First, the
7GHz available spectrum offers ample opportunity to
achieve multi-Gbps data rates required by data centers.
Second, operating at a high carrier frequency, 60 GHz
links generate limited interference [29], which is highly
beneficial to data centers with dense rack deployments.
To enhance link rate and further suppress interfer-

ence, 60 GHz links use beamforming [15, 18], a physi-
cal layer technique to concentrate transmission energy
in desired directions. Recent advances in radio design
make 60 GHz beamforming radios readily available and
affordable, either as directional (horn) antennas [15] or
antenna arrays [4]. They can adjust beam direction in
fine-grain [15, 27], either mechanically or electronically.

2.2 Limitations

Despite the advances in radio designs, the use of wire-
less still imposes limitations in data center networking.

Link Blockage. As shown in Figure 1(c), exist-
ing designs and their prototypes only directly connect
neighboring racks due to link blockage [15, 18]. Be-
cause 60 GHz link has a wavelength of 5 mm, any ob-
ject larger than 2.5 mm can effectively block radio sig-
nals [25]. Hence for today’s grid-based rack placement,
radio transceivers can easily block each other’s signals.
These transceivers can also reflect signals, resulting in
multipath fading that severely degrades transmission
rate [25]. One can reduce link blockage locally by plac-
ing racks in hexagons [28]. This, however, leads to inef-
ficient space use and cooling problems, and still cannot
solve the general link blockage problem.
Restricting wireless connections to neighboring racks

means that any extended connection must go through
multiple hops. This increases end-to-end delay, reduces
throughput, and produces bottlenecks at certain racks
that must forward a significant amount of traffic.
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beamforming (d), the ceiling reflects the signals from each sender to its desired receiver, avoiding multi-hop relays.
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means that any extended connection must go through
multiple hops. This increases end-to-end delay, reduces
throughput, and produces bottlenecks at certain racks
that must forward a significant amount of traffic.
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means that any extended connection must go through
multiple hops. This increases end-to-end delay, reduces
throughput, and produces bottlenecks at certain racks
that must forward a significant amount of traffic.
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Figure 5: Measured propagation characteristics of 3D beamforming, transmit power at 0dBm. (a) Ceiling
reflection introduces no energy loss; (b) Despite having a longer propagation path, 3D beamforming can still
maintain similar data rate as 2D beamforming without blockage; (c) 3D beamforming can significantly reduce
the interference footprint. The sender and receiver are at (0, 0), (2.4, 0) respectively.

We also examine the link throughput of the two beam-
forming methods. Because the HXI radios transmit at a
single data rate (1Gbps), we examine a wider range of data
rates using the measured RSS and the 802.11ad’s receiver
sensitivity table. Figure 5(b) shows the resulting link through-
put as a function of the link distance L. Because the room
where we performed experiments was only 30m long, we de-
rived the data rates for longer links using the RSS values
generated by the propagation model. We see that even at
a very low transmit power (0dBm), 3D beamforming can
reach 6+Gbps when two endpoints are separated by 10m or
less. At a link distance of 50m, it still offers nearly 2Gbps
of throughput. If we set the transmit power to the standard
level of 10dBm, link throughput, shown as the dotted line in
the same figure, increases to 6.76Gbps at 30m and 4.5Gbps
at 50m. Furthermore, compared to 2D beamforming, 3D
achieves nearly the same data rate despite having a longer
propagation path (see Eq. (1)).

Property 2: Reduced Radio Interference. Our sec-
ond experiment examines the interference footprint of both
2D and 3D beamforming. For both methods, we first set
up a target transmission link X, then keep the transmit-
ter intact and move the receiver around to measure link
X’s power emission map. We divide the measurement space
into 0.3m×0.15m grids. In each grid, we rotate the receiver
antenna to locate the direction with the maximum signal
strength, subtract this strength by the receiver antenna gain,
and use the result as the maximum interference that link X
produces to this location.

Figure 5(c) shows the measured interference footprint for
both 2D (w/o blockage) and 3D beamforming, when the
ceiling height h=2m. The sender and the receiver of the
target link X are placed at position (0m, 0m) and (2.4m,
0m) on the map, respectively. For 2D beamforming, the
directional wave still propagates freely in its beam direction,
affecting other receivers along the path. The signal leakage
also contributes to the level of interference. In contrast,
3D beamforming bounds the interference region to a much
smaller area, and limits the impact of signal leakage. We
also verified that the measured interference footprint aligns
with the propagation model and the antenna pattern of the
10o horn antenna [28, 29]. We omit those results due to
space limitations.

3.2 Multiple Radios per Rack
In practice, a single rack can host many servers (e.g., 20-

80), and is likely to request multiple simultaneous data con-
nections with other racks. With a single 60 GHz radio, these
transmissions will be performed in order, with the antenna
re-orienting between transmissions. A much more desirable
scenario is to put multiple radios on each rack to support
parallel transmissions and reduce head-of-line blocking. For
today’s standard racks with size (4ft×2ft) and 60GHz radio
size (1ft×1ft), we can place up to 8 radios per rack.

We quantify these benefits by using simulations to com-
pute the number of concurrent wireless links supported for
two data center configurations. The first configuration has
size 15m×42m and contains 250 racks, similar to the layout
used in [23]. Racks are grouped into 5×5 clusters, and each
cluster is a row of 10 racks with no inter-spacing. Aisles
separating the clusters are 3m (between columns) and 2.4m
(between rows). The second deployment uses shipping con-
tainers [10]. It consists of 2×2 container clusters. Each clus-
ter has 8 containers in a row with inter-spacing of 0.61m.
Overall, the data center has size 15m×50m, and contains
256 racks.

We configure wireless links as follows. We assign m radio
transceivers per rack and allow each transceiver to associate
with one link. Given the size of our deployments, we use
60GHz radios with 10dBm transmit power and standard
10◦ horn antenna, so that every rack pair connects in 1-
hop at 5+Gbps in both directions. We build bi-directional
links by randomly selecting rack pairs, forming arbitrary
rack to rack communication. We determine the number of
concurrent links as follows. We admit links one by one in
a random order, compute their cumulative interference to
each other, and only admit a link if all links after admis-
sion achieve their stand-alone data rates as if there were no
interference. In other words, these concurrent links do not
interfere with each other. We consider two cases: when all
the links operate on a single 2.16GHz channel, and when
three 2.16GHz channels (for the US 60GHz band) are avail-
able. Our simulator uses the free-space propagation model
(defined by Eq.(1)), which we verified via experiments in
Section 3.1. We compute interference as the total energy
accumulated from all concurrent transmissions, accounting
for the impact of both antenna orientation and radiation
pattern [28, 29].

448



Discussion

What kind of traffic would you put on this wireless 
network?

How much extra capacity does it provide?

• Is it large compared with a rack’s wired connectivity?

What are the practical challenges in building 3D 
beamforming?



Announcements

Just 2.5 weeks till final projects due!


