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Besides symbolic verification of invariants by narrowing, since LTL allows verification of richer properties than just invariants, this raises the question: Could symbolic model checking of invariants be extended to symbolic LTL model checking of infinite-state systems?

Before answering these two questions (in the positive), this lecture first introduces some symbolic techniques needed for this purpose.
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The proof, by applying the Lifting Lemma, generalizes the similar proof in Lecture 21 and is left as an exercise.
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Maude supports the enumeration of all variants in the folding variant narrowing graph of $t$ by the get variants $t$. command (§14.4, Maude Manual). It also supports variant-based $E \cup B$-unification when $\vec{E}$ is convergent modulo $B$ with the variant unify command (§14.9, Maude Manual).
$(\Sigma, E \cup B)$ enjoys the finite variant property (FVP) iff for any $\Sigma$-term $t$ its folding variant graph is finite. This property holds iff for each $f: s_{1} \ldots s_{n} \rightarrow s$ in $\Sigma$ the folding variant graph of $f\left(x_{1}: s_{1}, \ldots, x_{n}: s_{n}\right)$ is finite, which can be checked in Maude.

## An FVP Example: SET

In the theory $(\Sigma, E \cup A C)$ SET below we can preform $A C$-unification in Maude as follows:

## An FVP Example: SET

In the theory $(\Sigma, E \cup A C)$ SET below we can preform $A C$-unification in Maude as follows:

```
fmod SET is
sort Set .
ops mt a b c d e f g : -> Set [ctor].
op _U_ : Set Set -> Set [ctor assoc comm] . *** union
vars S S' : Set .
eq S U mt = S [variant] . *** identity
eq S U S = S [variant] . *** idempotencu
eq S U S U S' = S U S' [variant] . *** idempotency extension
endfm
unify a U a U b U S =? a U c U S'.
Unifier 1
S --> c U #1:Set
S' --> a U b U #1:Set
Unifier 2
S --> c
S' --> a U b
```
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## An FVP Example: SET (II)

SET is FVP because $S$ U $S^{\prime}$ has a finite number of variants:
get variants S U S' .
Variant 1
Set: \#1:Set U \#2:Set
S --> \#1:Set
S' --> \#2:Set
Variant 2
Set: \%1:Set
S --> mt
S' --> \%1:Set
Variant 3
Set: \%1:Set
S --> \%1:Set
S' --> mt

Variant 4
Set: \%1:Set
S --> \%1:Set
S' --> \%1:Set

## An FVP Example: SET (III)

```
Variant 5
Set: %1:Set U %2:Set U %3:Set
S --> %1:Set U %2:Set
S' --> %1:Set U %3:Set
Variant 6
Set: %1:Set U %2:Set
S --> %1:Set U %2:Set
S' --> %2:Set
Variant 7
Set: %1:Set U %2:Set
S --> %2:Set
S' --> %1:Set U %2:Set
No more variants.
```


## Variant Unification for FVP Theories

It is easy to check (exercise!) that if $(\Sigma, E \cup B)$ is FVP, then $\left(\Sigma \equiv, E^{\equiv} \cup B\right)$ is also FVP. This means that, when $(\Sigma, E \cup B)$ is FVP, variant unification always provides a finite and complete set of $E \cup B$-unifiers. For example, since SET is FVP any $E \cup A C$-unification problem has a finite number of variant unifiers.
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It is easy to check (exercise!) that if $(\Sigma, E \cup B)$ is FVP, then $(\Sigma \equiv, E \equiv \cup B)$ is also FVP. This means that, when $(\Sigma, E \cup B)$ is FVP, variant unification always provides a finite and complete set of $E \cup B$-unifiers. For example, since SET is FVP any $E \cup A C$-unification problem has a finite number of variant unifiers.


```
Unifier 1
S --> c U %1:Set
S' --> b U %1:Set
Unifier 2
S --> a U c U #1:Set
S' --> b U #1:Set
Unifier 3
S --> c U #1:Set
S' --> a U b U #1:Set
```


## Symbolic Model Checking for $\mathcal{R}=(\Sigma, E \cup B, R)$ when $E \cup B$ is FVP

Thus, for $(\Sigma, E \cup B)$ FVP, the Completeness of Narrowing Search Theorem for a rewrite theory $\mathcal{R}=(\Sigma, E \cup B, R)$ of pg. 8 makes symbolic model checking tractable. In fact, it is supported by the same fvu-narrow command already discussed in Lecture 21.
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Thus, for $(\Sigma, E \cup B)$ FVP, the Completeness of Narrowing Search Theorem for a rewrite theory $\mathcal{R}=(\Sigma, E \cup B, R)$ of pg. 8 makes symbolic model checking tractable. In fact, it is supported by the same fvu-narrow command already discussed in Lecture 21.

In summary, we have generalized the symbolic model checking results from Lecture 21 to: (i) any topmost rewrite theory $\mathcal{R}=(\Sigma, E \cup B, R)$ with $\vec{E}$ convergent modulo $B$, and (ii) made it tractable when $E \cup B$ is FVP. For symbolic model checking examples when $E \cup B$ is FVP, see $\S 15$ of the The Maude Manual. Further examples will be given in Lectures 26 and 27.
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The proof is an easy induction on $k$ for narrowing sequences $u_{i} \neg_{R,(E \cup B)}^{k} v, 1 \leq i \leq n$, using that $v \sqsubseteq E \cup B w \Rightarrow \llbracket v \rrbracket \subseteq \llbracket w \rrbracket$,
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