Lecture 15 ( October )

Streaming Alporthms

In today’s lecture , we will look at S'treamt;vg a/g’c-n'ﬁvm.s where vandomness

(s afl:fn useful  for de.st'gm}uéof a!so’oréthmc

A daba Stream is an ext'remel/ Ianéo— Seguence of dems from a oniverse that can only
be vead once h order
a,,q,,0d; ,.--m, O, Where each a, € Ul where U is a set
of h (tems
Ep.  Pockets passing trough a network vouter
Sequence of éroogic searches
NY Stock exchange trades

Standard algordhms are not sutable for computation because there s sfm}))}' oo much
data %o store and o prvives too quickly fof carn/’Jlex com}wz‘attbns

Ideally , one wants to compute propeviies Of data stream in bw memory /spacc (and time)
poly ( log m, log n )

Needed to (ndex where L Needed 4o remember

we ave in the stream the corrent item
Sometimes , one canh find agfoﬂ;fhm_c that do not dsbend on the lenpth of the stream m
In fact .st'reqm;,,g algonthms are sometimes also vsed for hon -streaming dat a
Eg. To process data in massive datacenters , wheve data s stored on havd dicks
Which are slow 10 vead fdvite and one wanks o bw memovy algan'ﬂ)m since

we want to store the data felevant for the cam/:t)i-aﬁbn in the RAM

Some Exam ples

Add dion Each ttem s a Oflog n) -bet humber
(or AVefag'e) Sum of m numbers (s at most m_zoClogr n)
o, we anly need to store O[Ioérm + /oérh) bits
[2] Max/Min 0[log n) bits

Median Exact median req/m'r‘e.s in) space |



In-class Exercise Squose. the siream s Qy --m-- Q where each a; e[h+1]
oand distinct

Find the m(‘suhg valve n O(/o{r n) space
distinct
E) Given a stream g ,..- Gy sample a unfformly vahdom element from
al the clements ceen #hus far, weth only O(log h + log m) space

htl h
Solution Missing valve = ¢ - Za

2] Let s« aq,
when  a avrives , wih Probabi/;'_t;v :::_ , set s<a

Why s S unl\form/)/ distnbyted ?
_ _ 1
Pls=q] =%

¥5<(:P(S=QJ] = (:-}_),.L_:__i_

Bonus Exerclse Given a stream  ag,.-Qy , Sample a unffm'mly vahdom set of s elements from

al the clements seen thus far , with O(s(logn +log m)) spacc

Store B=(a,,...a5) — B is a set of s elements
For i>s, with [JYObabl.l(:L}/ s rcf:la.ce, b, with a;
- T T & chosen umj‘bfmly
at yandom from [5]
Why does this give a un[ﬁrfmly rahdom sam/olc ?
Consider any set b of s elements
We want to say -thab P[B=b] =

IP

(

Suppose a; ¢ b, ten E[B=b]= L _ 4“_;5_
(L;l) ( )

s! (i-s-1)! [t_'—_S_)

£

C-In v

= S.’ (L:S)! - 1

¢! (})

-1) - (s-1)

Suppose  a-€ b, then P(B<b]= Gt 3.r

t‘-l) Lt s

(-1 -(s-1) - s

choices for —— 0 = Q._—_s-) 3
element that l s s -
is replaced b/ | Y (c- l ) S)

a,



Distinct Element Estimation

Gwen a sream (@, a,,..., a,) wheve each a; e U wih [Ukn
Count the number of distinct elements in the stream , denoted F

Naive Apordhms [J Stove on indicater vector of which elements of U we have seen

[tooaro 111000 |

«— n bits —

stove a set of all the elements we recieve.
8pae O (m-logn) bits

Can we des(,éo'n a po’y(IOg m, log h) space algov’ithfn ?
Tt turns ovt that both randomized and aPmemat/bn are. necessary 1o sole this }Jrob/em

» Every deferministic algorithm vequres J2n) bits , even fov 1-1 appmx}ma’aan
. Ever)/ vandomized algorrva that com):utes Fo exacély reciwre_s N(m) bits

We will only prove a lower bound for exact determnistic alg'ofc'me_c heve .

chmmav Exactly coum'ng nomber of dishinct elements requ{res J2(m) space (a.ssumt'ng h>2m)

FProof Suppose the firt m-1 clements are disinct and algorithm wes < bits of memovy

There are (Il ) choices of inpubs for the fivst (m-1) elements
m-1

And 2% choices for memovy  Configrurations

If (“’“ ) > 27 then theve must be two sefs that lead +to

ovration. Let the two Sefs be S & T

the Same memoy con £

where.
S T

y

X

The algonithm must err in One of the two input streams since the mematy
onfigvration is the same and

e Svi{x§ — H disthet elements = m-1 <— TU{)’}

. Sulyf — # disthct elements = M «—— Ty ix}

Thos. 2° = Zrn) => s =N(m) D

5 m-1



AppYovdmatel}/ Counting’ ¥ Distinct Elements with Randomized A/gonfhms

Goal| Given a stream (a,...a,,) dcsig'n a randomized a{grorEva that autfuis
a humber D s.t.

P[ De [(-€)Fs, (HE)FoJ] Zz1-8

[Kane, Nelson ,Woodruff ‘10 [ gave ah alg’ovﬂhm with space 0 ( 1+ log n).logl_-)
. . . * . ] 6 J
[ This a!g'an‘ﬂ)m is best ])assab/e in ferms of space comf}ex@/

Beyond the scope of this course.

_IBday we will see a ample alg'onthm with space complexh_Ly , (lo h lag[ ))
The algorinm is dve to [Chakmboﬂ:y- Vinod chandran - Meel ‘23

The basic idea behind the algon'vbhm Is the fe”ow;hg' :

SUPyo.ce we vandom| ly sample a set X where each distinct element
in the stream is ihcuded wih Trobabtltbl p independently.

1 23 423 585 47
Then, E[IXI]=pF < E[\X\] = F, AR [N
P each inclucled e X

independently with probablity p
Fovthermore , by Chemoff- bounds

-+ E[IXI] —¢}pF,
]P[IX—pﬁ,I’/ EPFO_J = e = e
\"_V v
%ol 2 er,

Thus, we @n juss vandomly sample a set X os abowe , diide its size
by p and hope to get the valve of Fy, as long” as p s hot too small

Ls Want p— 190, log( )

so, thak -€PF ¢ S
Theve are anly two ;:roblems here : ©

Am
IEBIZQ ._lOO log
Sampling  Hawy might One sample such a set ?

Rote Of "The Chernoff bourd calculption sugges-lsec[ that we don't want p to
Sampling  be oo small.

But we don’t want P Y be +oo Imgrc e{'#)e:' stnee. we wapt
Xto have small Size, 0 we can ctove & with small spae .

Zdeally ,we wovld want px L., 50 that E(XI =2 ,but we don/t
know Fp ! Fo



Let's see how 1o +esolye these Froblems one b)/ Ohe :

SamELl'no'i Leb the corrent set be X and the next element be q;

Remove a; from X f 1t occurs
Then, add a; ¥ X with ]nmbabl}lﬁ;/p

Clam| Let the distinct elements seen in the stream (a,,.., a;) be Y
Then, X is a vandom cobset obtained by samfhhg' each elemept
of ¥ with ]Jrobabihlf}/ P L'nde}?ende,nﬂy-

Prooj Exercise

Rate of Samplng ‘The key idea is to 4ry all rates pK=2'k for different valves of k

Maintach XK Samy’ecl at rafe 2'k J‘rom distinct elements

p=1 Yo | contatns all distinct elements
p= X, L% = j x x X_x 1 x ] each element of X, SamP'Eﬂ' wp- Y
l
P;ifz, X, [ x  x g: !: x ¢ | each element of Xi samf’lEﬂ' . Ay
p iikmy X, [ x x ¥ J
a may

As long as the set kax has rot 400 small @ size, we can vse any of
these sets to estimate Fo , by using the associated rate
Bot S't-mi,ng’ each set may st re(zufre ¢ [ot of space "

We only need] ohe such set however with the qssociated vate /
In parbicvlar , we kee}) a threshold of oor bucket of size '00 lw[ )

If +he bucket exceeds this size we hvow awdy that bucket 4 move
to the next one & keep drack of e valve of p

Overall , ovr a@-oﬂ%m is the followihg



EstimateFy, ( ¢y,...Qm)

Pel, X« g

For Le— 1 to m
X «— X \iq} :| Samflc from distinct elements
with probabildy p, X< Xuia} at vate p

if IX|= \QE% \og—(\'_c';_) ,then

thvow away each eement of X with P)’olquih'i;}l l—i :| sobsample hof the elements
P« Pl 4 decrease the rvate

Ou{:r ut XL
F

1 Lemma‘ The Pfobabl:l("[:}/ that p < J%g og (3’11) at any point c{wﬁng the run of the Q’gorozﬁvm
4F,

is atmost S

=  This imflics that the sze of the sef ot fhe ehd S large ehOU&rh , so that
Chevnoff bounds lh?})ly that we output a (I1€) a})}aromb'\at/‘on of F,

And also space comflex[f}/ IS O( ‘Ogn- LZ,:’ log [%’))

-1

Proof of Llemmo  Suppase the probability decveases rom 7t

{1
where 5 <'e0 g (%)
81-

4%

This  eqn only hqrpen when the subsam/:led set X at H#ic mte
has veached maximum bucket size.

- 25
However, E | X| = ‘—oﬁ—“@"(cgm)';#__/:{‘% - _E_zlog('%l)

Thus , by Chernoff bounds

_c.lLIOg(m
IP[IXI» '%log(';l)]sc £ 5)_4%

By onion bound over all m derations, the }nfobab[l:' that
p decreases below the above threshold s at most §



