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Today’s lecture

Very brief intro to classification
Naive Bayes Classifiers for text classification

How to run and evaluate classification experiments
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What Is
Classification?
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Spam Detection
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Spam detection is a binary classification task:
Assign one of two labels (e.g. {SPAM, NOSPAM})
to the input (here, an email message)
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Spam Detection
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A classifier is a function that maps inputs

to a predefined (finite) set of class labels:
Spam Detector: Email — {SPAM, NOSPAM}
Classifier: Input — {LABEL,, ..., LABELK}
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The importance of generalization

From: IEEE World Congress on Multimedia <iccsa2013@yahoo.com> ¢ Hide
First C mission :15 Augu World Cong i i
ober 3, Hal
y M CD’

To: Julia Hockenmaier

Mail thinks this message is junk mail.

\. J

We need to be able to classify items
our classifier has never seen before.
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World Congress on Multimedia and Computer science
(WCMCS' 2013)

OOOOOOOOO -06, 2013, Hammamet, Tunisia

Iberostar Sa

Mail thinks this sage IS junk mail.

Not junk

The classifier needs to adapt/change based
on the feedback (supervision) it receives
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Text classification more generally

-

From: IEEE World Congress on Multimedia <iccsa2013@yahoo.com> ¢ Hide
Subject: First CFP Submission :15 August, 2013 World Congress on Multimedia SPAM
& Computer science: October 04-06, 2013, Hammamet, Tunisia
Date: July 17,2013 9:01:20 AM CDT /

To: Julia Hockenmaier
Reply-To: iccsa2013@yahoo.com a

Attachments, 374 KB Save v Quick Look

First- Call For Papers Submission : 15th of CONFERENCES

g/

VACATIONS

World Congress on Multimedia and Computer science
(WCMCS' 2013) Iberostar Sa -

October 04-06, 2013, Hammamet, Tunisia g

This is a multiclass classification task:
Assign one of K labels to the input
{SPAM, CONFERENCES, VACATIONS,...}
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Classification tasks

Classification tasks: Map inputs to a fixed set of class labels

Binary classification: each input has exactly one of two classes
Multi-class classification: each input has exactly one of K classes (K > 2)
Multi-label classification: each input has N of K classes (N =1, varies per input)

What are “inputs”?

To talk about machine learning mathematically, we often

assume each input item is represented as a vector x = (X1....XN)
(The number of elements N is fixed, and may be very large)

In NLP, inputs are documents, sentences, words, ....
= How do we represent these as vectors?

Later today we’ll assume that each element xiin (Xi....Xn)
corresponds to one word type (vi) in the vocabulary V = {vi,...,vn}
— If xie {0,1}: Does word vioccur in the input document?

— Ifx€{0, 1, 2, ...}: How often does word vioccur in the input document?
CS447: Natural Language Processing (J. Hockenmaier) 9



Classification as supervised machine learning

Classification tasks: Map inputs to a fixed set of class labels

Underlying assumption: Each input really has one (or N) correct labels
Corollary: The correct mapping is a function (aka the ‘target function’)

How do we obtain a classifier (model) for a given task?
— If the target function is very simple (and known), implement it directly

— Otherwise, if we have enough correctly labeled data,
estimate (aka. learn/train) a classifier based on that labeled data.

Supervised machine learning:

Given (correctly) labeled training data, obtain a classifier

that predicts these labels as accurately as possible.

Learning is supervised because the learning algorithm can get feedback
about how accurate its predictions are from the labels in the training data.
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Supervised machine learning

The supervised learning task (for classification):
Given (correctly) labeled data D = {(xi, vi)},
where each item x;is a vector (x1....xn) with label vy
(which we assume is given by the target function f(xi) = yi),
return a classifier g(x;) that predicts these labels as accurately
as possible (i.e. such that g(xi) = yi = f(xi))

To make this more concrete, we need to specify:

— what class of functions g(x;) to consider
(many classifiers assume g(xi) is a linear function)

— what learning algorithm we will use to learn g(xi)
(many learning algorithms assume a particular class of functions)
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Classifiers in vector spaces

f(x)>o0

f(x) =
X, 0‘0 x)=o0

Binary classification:

Learn a function g that best separates
the positive and negative examples:

® Assigny =1 to all x where g(x) >0
® Assigny =0 to all x where g(x) <0
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Probabillistic classifiers

Return the most likely class y for the input x:
y¥* = argmaxyP(Y =y| X =Xx)

We can either model P(Y = y| X = x) directly [next class]
or use Bayes’ Rule (“the posterior probability P(AIB)
is proportional to prior (P(A)) times likelihood P(BIA)”)

P(A,B) P(B|A)P(A)
P(A|B) = P - PGB x P(B|A)P(A)

yF = argmaxyP(Y =y| X =X)

PX =x|Y=yP{Y =y)
= argmaxy P(X — X)
= argmaxyP(X m— Xl Y = y)P(Y = y) [P(X) doesn’t change argmaxy ]

[Bayes’ Rule]

CS447: Natural Language Processing (J. Hockenmaier) 13



Supervised learning: Training

Labeled
Training Data
D) train [Learned
(X, V1) model
(X, ¥,) g(x)
(XNa YN)
_ J

Give the learning algorithm examples in D train
The learning algorithm returns a model g(x)

CS447: Natural Language Processing (J. Hockenmaier) 14



Supervised learning: Testing

-

~

Labeled
Test Data

Z) test
X',y
(X5, ¥'5)

(X,Ma y,M)
¥ o/

Reserve some labeled data for testing
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Supervised learning: Testing

: )
Raw Test
Data

X test

4

-

\_

Labeled
Test Data

Z) test
X', Y1)
(X’°5, ¥'5)

(X,Ma y,M)

~

N\

)

CS447: Natural Language Processing (J. Hockenmaier)

-

Test
Labels

y test
Vi
Yo

~




Supervised learning: Testing

Apply the learned model to the raw test data to
obtain predicted labels for the test data

‘Raw Test Predicted| [ Test
Data Labels Labels
X test g(Xtest) y test
) LLearned ) ,
Xy g(X 1) Y4
< model (x’.) :
: g(x) S Y 2
X’ g(X ) )
\ M 4 N M 2GS y M J
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Supervised learning: Testing

Evaluate the learned model by comparing the
predicted labels against the (correct) test labels

‘Raw Test Predicted| [ Test
Data Labels Labels
X test g(Xtest) y test
) L.earned ) :
Xy g(X 1) Y4
3 model (x’.) :
2 g(x) 8 2 y o
X’ g(x’y1) o
- M J N L y M 4
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The Naive Bayes
Classifier



Probabillistic classifiers

Return the most likely class y for the input x:
y¥* = argmaxyP(Y =y| X =Xx)

We can either model P(Y = y| X = x) directly [next class]
or use Bayes’ Rule (“the posterior probability P(AIB)
is proportional to prior (P(A)) times likelihood P(BIA)”)

P(A,B) P(B|A)P(A)
P(A|B) = P - PGB x P(B|A)P(A)

yF = argmaxyP(Y =y| X =X)

PX =x|Y=yP{Y =y)
= argmaxy P(X — X)
= argmaxyP(X m— Xl Y = y)P(Y = y) [P(X) doesn’t change argmaxy ]

[Bayes’ Rule]
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Modeling P(X = x|Y = y)P(Y = y)

P(Y =) is the “prior” class probability
We can estimate this as the fraction of documents

in the training data that have class y:
P(Y = y) = #documents (X.,y;) € D,,, withy. =y

#documents (x;,y;) € D,, ;.

P(X = x| Y = y) is the “likelihood” of the input x

X = (X1....Xn) IS a vector; each xi = a word in our vocabulary

Let’s make a (naive) independence assumption:
PX =(x,,...,x )| Y=y):= H PX. =x|Y=Yy)

i=1..n

Now we need to multiply together all P(X; = x;| Y = y)
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The Naive Bayes Classifier

Assign class y* to input X = (X1...Xn) if

b — — —_ —
y* = argmax P(Y = y) H PX;=x|Y =y)

i=1..n

P(Y = y) is the prior class probability (estimated as
the fraction of items in the training data with class y)

P(X; = x;| Y = y) is the (class-conditional) likelihood
of the feature Xxi.
There are different ways to model this probability
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P(X; = x;|Y = y) as Bernoulli

P(X; = x;| Y = y) is a Bernoulli distribution (x; € {0,1})
P(X; = 1|Y = y) is the probability that word vi occurs
iIn a document of class Y.

P(X; = 0| Y = y) is the probability that word vi does not occur
iIn a document of class y

Estimation:

PO =17 =y) = #docs (X;,y;) € D, ;. withy, = y.in which x; occurs
#docs <Xi’ yi> < DtminWIth Yi=DY

PO, =07 =y) = #docs (X,,y;) € D,,,..with y; = y in which x; does not occur

#docs <Xi’ yi> S DtrainWith Yi=DY
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P(X, = x| Y = y) as Multinomial

P(X; =x;|Y =y)is a Multinomial: (x; € {0,1,2,...})
P(X. = x;| Y = y) is the probability that word vi occurs with
frequency xi (=0, 1, 2, ...) in a document of class .

Recall: a multinomial computes the probability of, say, getting

three 6s and two 5s if you roll a die five tirsn'es:
P 2,3)) = ‘ 1/6)*(1/6)
({0,0,0,0,2,3)) 010101012131 (1/6)7(1/6)
#of sequences of three 6s and two 5s: 5!/(0!0!0!0!12!13!)
Prob. of getting a 5 (or a 6) when you roll a die once = 1/6

Prob. of any one sequence of three 6s and two 5s: (1/6)2(1/6)3

Note that we can now ignore the probabilities of any sides
(1, 2, 3, 4) that didn’t come up in our trial

CS447: Natural Language Processing (J. Hockenmaier) 24



P(X. = x| Y = y) as Multinomial
We want to know P(x = (0,0,0,0,2,3) | y = SPAM) for a given x:

— Words do not have uniform probability (language # dice)

— We need to know the class-conditional unigram probability
P(vil Y =vy) of word vi in all documents of class y

— We also do not need to worry about the probability of the
particular sequence of words in our document

So, for us:
P({0,0,0,0,2,3) | Y =y) = P(vs| Y = y)*P(v¢ | Y = y)°
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Unigram probabilities P(vil Y =)

We can estimate the unigram probability P(vil Y =y)
of word vi in all documents of class y as

N #v.in all docs € Dy 4in0f class
P(Vil Y = y) = i train Y

#words in all docs € Dyygin0f class y

or with add-one smoothing (with N words in vocab V):

N #v.in all docs € Dy sinof class v) + 1
P(V,'| Y =y) = (#v; train y)

(#words in all docs € Dyginof class y) + N
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Running and Evaluating
Classification
Experiments
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Evaluating Classifiers

Evaluation setup:
Split data into separate training, (development) and test sets.

‘ TRAINING E ‘EITRAININGE

Better setup: n-fold cross validation:

Split data into n sets of equal size
Run n experiments, using set /to test and remainder to train

TN (TR TULTED QT TS

This gives average, maximal and minimal accuracies

When comparing two classifiers:
Use the same test and training data with the same classes
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Evaluation Metrics

Accuracy: How many documents in the test data
did you classify correctly?

It’s easy to get high accuracy if one class is very
common (just label everything as that class)

But that would be a pretty useless classifier
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Precision and recall

Precision and recall were originally developed

as evaluation metrics for information retrieval:
- Precision: What percentage of retrieved documents are
relevant to the query?
- Recall: What percentage of relevant documents were
retrieved?

In NLP, they are often used in addition to accuracy:
- Precision: What percentage of items that were assigned
label X do actually have label X in the test data?
-Recall: What percentage of items that have label X in the test
data were assigned label X by the system?
Particularly useful when there are more than two labels.
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True vs. false positives, false negatives

ltems labeled X ltems labeled X
in the gold standard by the system
(‘truth’) =TP + FP

=TP + FN

False

Negatives
(FN)

- True positives: ltems that were labeled X by the system,
and should be labeled X.

- False positives: Items that were labeled X by the system,
but should not be labeled X.

- False negatives: Iltems that were not labeled X by the system,
but should be labeled X,
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Precision, recall, f-measure

ltems labeled X ltems labeled X
in the gold standard by the system
(‘truth’) =TP + FP
=TP + FN

False
Negatives

(FN)
Precision: P =

/(
Recall: l + FN

F-measure: harmonlc mean of precision and recall
F=(2-P-R)/(P+R)
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Confusion matrices

gold labels
urgent normal  spam
8
urgent | & 10 1 precisionu= ——-—r
system T 60
output normal 5 60 50 precisionn= ———
"""" .. 200
v |3 |30 [ 2001 precsions sy,
' recallu= recalln srecalls =
8 1 60 1 200

8+5+3 10+60+30 1+50+200

1Dt X ®] Confusion matrix for a three-class categorization task, showing for each pair of
classes (c1,cp), how many documents from c¢; were (in)correctly assigned to ¢

CS447: Natural Language Processing (J. Hockenmaier) 33



Confusion matrices
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urgent normal  spam
8
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Macro-average vs Micro-average

Class 1: Urgent Class 2: Normal Class 3: Spam
true  true true  true true true
urgent not normal not spam  not
system system system
urgent 8 11 normal 60 | 55 spam 200| 33

wstem| g 1340 WS40 212 wstem| 511 83

60 200
precision = ——= .42 precision= —— =.52 precision= —— =,
8+11 60+55 200+33

macroaverage _ -42+.52+.86
precision 3

IDENICE N  Separate contingency tables for the 3 classes from the previous figure, showing the pooled contin-
gency table and the microaveraged and macroaveraged precision.

Macro-average: average the precision over all classes
(regardless of how common each class is)
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Micro-average vs Macro-average

Class 1: Urgent Class 2: Normal Class 3: Spam Pooled
true  true true  true true  true true  true
urgent not normal not spam  not yes no
system system system system
urgent| 8 | 11 normal| 60 | 55 spam [200| 33 yes [268| 99
system system system system
ynot 8 340 ynot 40 2 1 2 ynot 5 1 83 yno 99 63 5
60 200 :
precision = ——= .42 precision= —— =.52  precision= —— =. microaverage _ _268  _ 73
8+11 60+55 200+33 precision 268+99
macroaverage _ -42+.52+.86
precision 3

IDENICE N  Separate contingency tables for the 3 classes from the previous figure, showing the pooled contin-
gency table and the microaveraged and macroaveraged precision.

Macro-average: average the precision over all classes
(regardless of how common each class is)

Micro-average: average the precision over all items
(regardless of which class they have)
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