
PROBABILITY (RAPID) REVIEW
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• conditional probability : p ( XIY )

→ that you know Y has happened . . .
What does this say

about of occurrence ?
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Now
,

P ( X = 5 / Y = 28 ) =

• Joint probability distribution :

• Posterior and likelihood :

P ( hypothesis / evidence) p( evidence ) hypothesis)

P ( Murderer = John / weapon = knife)

)
which theism

vs

P ( weapon = knife / murderer = Sohn) which is

?
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Evidence need not .

• Example :

Eof ④ too
Bucket I 2 3 4

91 . P ( chosen Ban = I bucket = )

⑨ Is this posterior or likelihood ?

(b) What is the probability ?

92 . P ( Bucket =3 / chosen ball = green)

④ Posterior or likelihood ?

(b) What is the probability ?

PLXIY) = PCXY)

PTY)
=

I
now what is PLY) ? ie . . PC chosen ban -- green) ?

• Marginalization :
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• Given PCX ) =

Eye PCXY) ,

Bucket
04881 ¥0 ↳ 8¥ → PCBucket --3) chosen ban -- greeny

go Pfxfy ) = PCYIX) PG ) = PCYIX ) PG )
PLY)

←
PCXIY) = PCYIXIPCX)

Posterior



Bs chain Rule :

PCA B C) =

=

Useful when we talk about of events A
,
B
,
C

happening in time .


