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Our Main Goal Today |

To Define the Term Distributed System
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Can you name some examples of Operating
Systems?
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Can you name some examples of Operating
Systems?

Linux WIn8 Unix FreeBSD Mountain Lion
2K Aegis Scout Hydra Mach SPIN

OS/2 Express Flux Hope Spring
AntaresOS EOS LOS SQOS LittleOS TINOS

1I0S PalmOS WIinCE TinyOS Android
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What is an Operating System?|
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What is an Operating System’?|

User interface to hardware (device driver)
Provides abstractions (processes, file system)
Resource manager (scheduler)

Means of communication (networking)
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FOLDOC definition |

(FOLDOC = Free On-Line Dictionary of Computing)

Operating System - The low-level software which
handles the interface to peripheral hardware,
schedules tasks, allocates storage, and presents a
default interface to the user when no application
program is running.
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Can you name some
examples of
Distributed Systems?
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Can you name some examples of
Distributed Systems?

» Client-Server (NFS)

« The Web

 The Internet

A wireless network

 DNS

« Gnutella or BitTorrent (peer to peer overlays)

A “cloud”, e.g., Amazon EC2/S3, Microsoft Azure

« A datacenter, e.g., NCSA, a Google datacenter, The Planet
* (Society?)
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What is a Distributed System?|
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FOLDOC definition|

A collection of (probably heterogeneous) automata whose distribution is
transparent to the user so that the system appears as one local machine.
This is in contrast to a network, where the user is aware that there are
several machines, and their location, storage replication, load balancing
and functionality is not transparent. Distributed systems usually use some
kind of client-server organization.
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Textbook definitions|

« A distributed system is a collection of
Independent computers that appear to the users
of the system as a single computer

[Andrew Tanenbaum]

« A distributed system is several computers doing
something together. Thus, a distributed system
has three primary characteristics: multiple
computers, interconnections, and shared state

[Michael Schroeder]
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Unsatisfactory|

 Why are these definitions short?
« Why do these definitions look inadequate to us?
Because we are interested in the insides of a

distributed system

— design and implementation
— Maintenance

— Algorithmics (* )
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“I shall not today attempt further to define the kinds of
material | understand to be embraced within that shorthand
description; and perhaps | could never succeed in
intelligibly doing so. But | know it when | see it, and the
motion picture involved in this case is not that.”

[Potter Stewart, Associate Justice, US Supreme Court
(talking about his interpretation of atechnical term laid
down in the law, case Jacobellis versus Ohio 1964) ]
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Which is a Distributed System — (A) or (B)?|

(A)

(A) Facebook Social Network Graph among humans

Source: https://www.facebook.com/note.php?note id=469716398919
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(B) The Internet (Internet Mapping Project, color coded by ISPs)
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A working definition for us|

A distributed system is a collection of entities, each
of which is autonomous, programmable,
asynchronous and failure-prone, and which

communicate through an unreliable communication
medium.

« Entity=a process on a device (PC, PDA)
« Communication Medium=W.ired or wireless network

* Qur interest in distributed systems involves
— design and implementation, maintenance, algorithmics
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Distributed System Example — Web domains |

What are the “entities”
(nodes)?

What is the

communication medium
(links)?

Source: http:/mww.vlib.us/web/worldwideweb3d.html
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Distributed System Example —
Gnutella Peer to Peer System

What are the “entities”
(nodes)?

What is the

communication medium
Source: GnuMap Project (links)?
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Distributed System Example — A Datacenter
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The Internet — Quick Refresher|

Underlies many distributed systems.

A vast interconnected collection of computer
networks of many types.

Intranets — subnetworks operated by companies
and organizations.

Intranets contain LANs and other subnets.
WAN - wide area networks, consists of LANS

ISPs — companies that provide modem links and
other types of connections to users.

Intranets are linked by backbones — network links
of large bandwidth, such as satellite connections,
fiber optic cables, and other high-bandwidth
circuits.

UC2B? Google Fiber? Lecture 1-
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An Intranet underneath a distributed file
system

B (e email server Ec?r%igt?t%rs
sl
| 1 _
print and other serv er / e
._H.-]
\ A
Running over this Intranet Local area — EY
is a distributed file systemWeb serv er network J_-]
- \
“What are the “entities” y / \ L
(nodes) in it? email serve = - -l'—'l-]
‘What is the _ print
communication medium? File serv er
— other servers
the rest of —

the Internet

/ router/firewal

prevents unauthorized messages from leaving/entering;
iImplemented by filtering incoming and outgoing messages
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Distributed Systems are layered
over networks

plication
ayer protocol

nderlying

Application transport protogol

e-mail/smtp [RFC 821] \ TCP

remote terminal access/ telnet [RFC 854] | TCP
Web | http [RFC 2068] TCP
file transfery ftp [RFC 959] TCP
streaming multimedia| proprietary TCP or UDP
\ (e.g. RealNetworks \ /
remote file server NFS TCP or UDP

Internet teleyhmy \@roprletary / Wplcally UDP/
g., Skype)
TCP= TransMProtoco 'mMetwork

“sockets”. Basic primitive that
UDP=User Datagram Protocol allows machines to send

messages to each other

Distributed System Protocols!
Networking Protocols | Lecture 1-23 '




The History of Internet Standards |

HOW STANDARDS PROUIFERATE:
(565 A/C CARGERS, (HARACTER ENCODINGS, IN STANT MESSAGING, ETC)

SITUATION:

THERE ARE
|4 COMPETING
STANDPRDS.

117?! RiDIcULoLs!

WE NEED To DEVELOP
ONE UNNERSAL STANDARD
THAT COVERS EVERYONE'S
VSE CASES. YERH!

‘\O J

)

=

SITUATION:
THERE ARE
|5 COMPETING
STANDERDS.

Source: http://xkcd.com/927/
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The Secret of the World Wide Web:
the HTTP Standard

HTTP: hypertext transfer
protocol Atp,
- WWW’s application layer PC running 43 ¢
protocol Explorer /
» client/server model
— client: browser that requests,
receives, and “displays”
WWW objects Server
— server: WWW server stores :
the website, and sends iur;r;n;ng
objects in response to E)N b
requests < € ;
erve
 httpl.0: RFC 1945
. httpl.1: RFC 2068 Mac running
. Safari
— Leverages same connection to
download images, scripts, etc.
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The HTTP Protocol: I\/Iore|

http: TCP transport http Is “stateless”
Service. * server maintains no

. client initiates a TCP iInformation about
connection (creates socket) past client requests
to server, port 80 “ 1o _

———aside

e server accepts the TCP Protocols that maintain session
connection from client “state” are complex!

- http messages (application- || * Pasthistory (state) must be
|ayer protoco| messages) maintained and updated.
exchanged between - if server/client crashes, their
browser (http client) and views of “state” may be
WWW server (http server) inconsistent, and hence must

- TCP connection closed be reconciled.

« RESTful protocols are
stateless
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HTTP Example|

Suppose user enters URL www.cs.uiuc.edu/

(contains text,
references to 10
jpeg images)

o onnection o hitp server 1b. http server at host
(process) at www.cs.uiuc.edu. >WWW'CS-U'UC-edU waiting for a

/

: TCP connection at port 80.
Port 80 is default for http server. “accepts” connection, notifying

client

\

2. http client sends a http request
message (containing URL) into

TCP connection socket 3. http server receives request

messages, forms a response
™\, Mmessage containing requested
_~ object (index.html), sends
message into socket

\ /

time
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HTTP Example (cont.)|

4. http server closes the TCP
connection (if necessary).

5. http client receives aresponse
message containing html file,
displays html, Parses html
file, finds 10 referenced jpeg
objects

6. Steps 1-5 are then repeated for

o each of 10 jpeg objects

Time

For fetching referenced objects, have 2 options:

* non-persistent connection: only one object fetched per TCP
connection

— some browsers create multiple TCP connections simultaneously - one
per object

e persistent connection: multiple objects transferred within one TCP

connection
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A human as a browser (Client Side)|

1. Telnet to your favorite WWW server:

telnet www.cnn.com 80 Opens TCP connection to pOI"T 80

(default http server port) at www.cnn.com
Anything typed in sent

to port 80 at www.cnn.com

2. Type in a GET http request:

By typing this in (hit carriage
return twice), you send
this minimal (but complete)

| GET request to http server

GET /index.html HTTP/1.0

3. Look at response message sent by http server!
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Does our Working Definition work for the http
Web?

A distributed system is a collection of entities, each
of which is autonomous, programmable,
asynchronous and failure-prone, and that

communicate through an unreliable communication
medium.

« Entity=a process on a device (PC, PDA)
« Communication Medium=W.ired or wireless network

* Qur interest in distributed systems involves
— design and implementation, maintenance, study, algorithmics
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“Important” Distributed Systems Issues|

 No global clock; no single global notion of the
correct time (asynchrony)

« Unpredictable failures of components: lack of
response may be due to either failure of a network
component, network path being down, or a
computer crash (failure-prone, unreliable)

« Highly variable bandwidth: from 16Kbps to Thps

 Possibly large and variable latency: few ms to
several seconds

 Large numbers of hosts: 2 to several million
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There are arange of interesting problems for
Distributed System designers

« Real distributed systems

— Cloud Computing, Peer to peer systems, key-value stores/NoSQL,
distributed file systems, sensor networks, measurements

« C(Classical Problems

— Failure detection, Asynchrony, Snapshots, Multicast, Consensus,
Mutual Exclusion, Election

« Concurrency

— RPCs, Concurrency Control, Replication Control
« Security

— Byzantine Faults

Others...
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Typical Distributed Systems Design Goals|

e Common Goals:

— Heterogeneity — can the system handle a large variety of
types of PCs and devices?

— Robustness —is the system resilient to host crashes
and failures, and to the network dropping messages?

— Availability — are data, services always there for clients?

— Transparency — can the system hide its internal
workings from the users?

— Concurrency — can the server handle multiple clients
simultaneously?

— Efficiency —is it fast enough?

— Scalability — can it handle 100 million nodes?
(nodes=clients and/or servers)

— Security — can the system withstand hacker attacks?
— Openness —is the system extensible?
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“Important” Issues|

« If you’re already complaining that the list of topics
we’ve discussed so far has been perplexing...
— You’re right!
— It was meant to be (perplexing)

« The Goal for the Rest of the Course: see enough
examples and learn enough concepts so these
topics and issues will make sense

— We will revisit many of these slides in the very last lecture of
the course!
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“Concepts ”’?|

 Which of the following inventions do you think is
the most important?

1. Car
2. Wheel
3. Bicycle

“What lies beneath?” Concepts!
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How will you Learn?|

Take a look at handout “Course Information and Schedule”

« Text: Colouris, Dollimore, Kindberg and Blair (5" edition)
* Lectures

« Homeworks
— Approx. one every two-three weeks
— Solutions need to be typed, figures can be hand-drawn

 Programming assignments

— Incremental, in 4 stages

— We will build a real cloud computing system!

— MP groups (== 2 students)

» Pair with someone taking course for same number of hours (3/4)

— 4 credit students have to complete “Extra Credit” portion on each MP
 Exams/quizzes

— Midterm + Final
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On the extbook|

« Text: Colouris, Dollimore, Kindberg and Blair (5%
edition).

 We will refer to section, chapter, and problem
numbers only in the 5™ edition.

— Older editions may have a different numbering for some HW
problems (that we give from the textbook). Make sure you
solve the right problem; the responsibility is yours (no points
for solving the wrong problem!)
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What assistance is available to you’?|

OR DO YOU PREFER
THAT I MISS =
DEADLINES, OR DO 3
SHODDY WORK, OR
PRAY FOR DIVINE
INTERVENTION?

IF I DONT HAVE
ENOUGH TIME TO DO
THINGS RIGHT,
SHOULD T JUST DO
NOTHING?

E
£] IWANT

EVERY—
THING

S| FASTAND CROTBUY
5| PERFECT.

WV,

www.dilbert.com  ecotisdamsacl.com

C ;
H
5

 Lectures
— lecture slides will be placed online at course website
» “Tentative” version before lecture
» “Final” version after lecture

you (without giving you the solution).

 Programming Assignments (MPs) — You can use any
language, but we recommend C/C++ and Java (“best

discussion forum to help you (without giving you the
solution).

 Course Prerequisite: CS 241 or ECE 391 or equivalent

A PRAYER
RUG?

2

Source: http://dilberf.com

« Homeworks — office hours and discussion forum to help

projects” code will be released in these) — office hours and

OS/networking course (latter need instructor permission)
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You can meet us anytime|

In person (Office Hours):

« Myself (Indy): 3112 Siebel Center
— Every Tuesday and Thursday from 3.30 PM to 4.30 PM

 TA, Imranul Hoque:
— Every Monday and Wednesday from 1 PM to 2.30 PM, in 0207 SC

 TA, Abhishek Verma: (out first week)
— Every Wednesday 2.30 pm —4 pm and Friday 1 pm to 2.30 pm, in 0207 SC

(Check course website)
Virtually:

« Discussion Forum: Piazza (most preferable, monitored daily) —
24 hour turnaround time for questions!

« Emall (turnaround time may be longer than Piazza)
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Readings|

* For today’s lecture: Relevant parts of Chapter 1

* Typically, before a lecture you will be expected to
read the relevant chapter

 For next lecture
— No readings! Topic: “Introduction to Cloud Computing”
— Fill out and return Student InfoSheet
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