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Abstract—The success of swarming content delivery has moti-

vated a new approach to live Peer-to-Peer (P2P) streaming &
we call mesh-based streaming. In this approach, participang
peers form a random mesh and incorporate swarming content
delivery to stream live content. Despite the growing populaty
of this approach, neither the design tradeoffs nor the basic
performance bottlenecks in mesh-based P2P streaming are e
understood.

This paper presents PRIME, the first mesh-based P2P stream-

ing for live content that effectively incorporates swarming content
delivery. We identify two performance bottlenecks in a mesh
based P2P streaming, nameljpandwidth bottleneck and content
bottleneck. We derive proper peer connectivity to minimize
bandwidth bottleneck as well as an efficient pattern of deliery for
live content over a random mesh to minimize content bottlenek.
We show that the pattern of delivery can be divided into diffusion
and swarming phases and then identify proper packet schedirg
algorithm at individual peers. Using ns simulations, we exaine
key characteristics, design tradeoffs and the relationsip between
main system parameters.

I. INTRODUCTION

Peer-to-Peer (P2P) overlays offer a promising approach

streamlive video from a single source to a large number . o . : )
. . ‘organizes participating peers into multiple trees and ripee
of receivers (or peers) over the Internet without any specia

support from the network. This approach is often calRzP

streaming The goal of P2P streaming mechanisms is to ma

mize delivered quality to individual peers in a scalabléhfars

while accommodating the heterogeneity and asymmetry
access link bandwidth and churn among participating peePs.
To effectively scale with the number of participating peers.
in a session, a P2P streaming mechanism should be abl

utilize the contributed resources (namely outgoing bantivyi
by individual peers.

A well known approach to P2P streaming is to organi

participating peers into multiple, diverse tree-shapeeriays
where each specific sub-stream of the live conterdushed

through a particular tree from source to all interested peer
(e.g, [1]). This approach has the following potential limita
tions: (i) In the presence of churn, maintaining multiple divers

trees could be very challenging [2fi) The rate of content
delivery to each peer through individual trees is limitedtbg
minimum throughput among the upstream connectidiiy.

The outgoing bandwidth of those peers that do not have a
sufficient number of child peers or an adequate amount of

new content can not be effectively utilized. This in turnitsn
the scalability of the tree-based approaches.

a mesh-shaped overlay and incorporatearming (or pull)
content delivery. File swarming mechanismesg(, [3], [4])
leverage the elastic nature and the availability of therenti
file at the source to distribute different pieces of a file agnon
participating peers, enabling them to actively contribilteir
outgoing bandwidth through swarming. However, incorporat
ing swarming content delivery into mesh-based P2P streggmin
mechanisms for “live” content is challenging for two reason
(i) Accommodating the streaming constraint of in-time de-
livery for individual packets is difficult, andii) Since the
content is progressively generated by a live source, thigddn
availability of future content limits the diversity of alable
pieces among participating peers which in turn degrades the
utilization of their outgoing bandwidth.

Recently, several studies have proposed new P2P streaming
mechanisms to address some of the above limitations. Cool-
Streaming [5] is a data-driven approach where participatin
peers initially form a mesh. Once each peer identifies proper

arents, it requests each parent to provide a specific sub-
seam of the content. In essence, CoolStreaming eventuall

rates push-based content delivery [6]. ChunkySpread [7] is
another protocol that forms multiple trees over a mesh and

Xl1-

pushes each sub-stream through a separate tree. Chun&gSpre
%?es a heavy-weight signaling mechanism to enable individu
eers to frequently replace their low-performing parems.
couple of studies have proposed to add the notion of “dsliver

é/vtndow” to Bittorrent in order to support “streaming” conte
deﬂvery €.9, [8]). These studies appear to be targeting play-

back streaming applications and have only examined a small
number of simple and resourceful scenarios. Finally, sdver

Bop streaming systems.g, www.sopcast.com) have become

available for broadcasting popular live events such as dVorl
Cup 2006. However, no technical details about these systems
is available. In summary, to our knowledge, previous steidie

gave not answered the following important questions:

« How can swarming content delivery be properly incorpo-
rated into a live P2P streaming mechanism?

« What are the fundamental tradeoffs and limitations to

incorporate swarming content delivery into mesh-based

P2P streaming for live content?

This paper present®RIME, the first mesh-based P2P

streaming mechanism for delivery tife content that effec-

An alternative approach to P2P streamingmesh-based tively incorporates swarming content delivery. We follow a
P2P streaming In this approach participating peers formy, ,piem-_driven approach to design PRIME. Towards this end,
This material is based upon work supported by the NSF CAREm@ra 1St we identify two performance bottlenecks in mesh-based
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P2P streaming, namelandwidth bottleneckndcontent bot-



tleneck that could limit the utilization of available resources. BuhiBui=2 s
Then, we show how the incoming and outgoing degrees of ; Lot
individual peers should be determined in order to minimiee t o
probability of bandwidth bottleneck. To design a propacket
schedulingalgorithm for content delivery, we introduce the
organized view of a random mesh and then derive the pattern
of content delivery that minimizes the probability of comite
bottleneck. We demonstrate that the pattern of delivery for

Acces3 link utilization
IS
S

nh=90%
[nh=50%
nh=90%

nh=90%
[nh=s0%

S [nh=s50%

each segment should consisttbé diffusionandthe swarming e e e = ;emﬁm(:% S
phases, based on the direction that data flows. The notion Degree egee
of diffusion and swarming phases offers a powerful method Fig. 1. Access link utilization

to identify the performance bottlenecks in mesh-based P2P
streaming. Leveraging this method, we derive the relatigns participating peers. Therefore, the average bandwidthafor
between key parameters of the system and illustrate theéfnnection between parent pgterto child peerc can be
impact on system performance through simulations. Our roughly estimated WItWIN(outdeg ’ZZS;,U; ) whereoutbwy,
results not only reveal a few fundamental design tradeoffgtdegy, inbwe, indeg. denote the outgoing bandwidth and
and limitations in incorporating swarming content deliveito  outgoing degree of peep, and incoming t;?ndwdth and
mesh-based P2P streaming for live content but also shedi@#Pming degree of peer, respectively. Ifs:tdeu;p <f§5:k
insightful light on the dynamics of swarming content defjve the outgoing access link of the parent peer is ‘the botileneck
in these systems. This paper builds and significantly expar@Nd thus the incoming access link of the child peer may not be
on our earlier work on mesh-based P2P Streammg [9] fU”y utilized. In contrast, If;)s:déup >;:;§w° the bottleneck is
The rest of this paper is organized as follows: In Sectior® the incoming access link of the chlldqpeer and the outgoing
Il and I, we describe two key components of PRIMEaccess link of the parent may not be fully utilized.
namely overlay construction and content delivery mechmagjs ~ This observation suggests that to maximize the utilization
respectively. Section IV presents simulation-based esidns of both incoming and outgoing access link bandwidth of all
of PRIME and illustrates some of its key tradeoffs angeers in a randomly connected overlay, the same bandwidth to
limitations. Section V concludes the paper and sketches dlggree ratio should be used for both the outgoing and inapmin
future plans. links of all participating peers. More specifically, the following

condition should be satisfied for any two randomly selected
. OVERLAY CONSTRUCTION INPRIME peersi and; in the overlay: bwpf=2utbw: — inbw;

outdeg; _indeg

In PRIME, participating peers form mndomlyconnected We call this bandwidth-degree conditioand it |mpI|es that
anddirectedmesh. Each participating peer in the overlay haall connections in the overlay should have roughly the same
multiple parents and multiple child peers. All connectidgms bandwidth ofbwpf, or bandwidth-per-flow. In essencewpf
the overlay are congestion controlled (using RAP or TFRQ@)rectly translates the (potentially heterogeneous arynas
and are always initiated by the corresponding child peemetric) incoming and outgoing access link bandwidths of in-
Each peer tries to maintain a sufficient number of parendévidual peers (and the source) to their incoming and omgoi
that can collectively fill its incoming access link bandviidt degrees, respectively.

When a peer needs one (or more) new parent(s), it contacto examine the effect of bandwidth-degree condition on the
a bootstrapping node to learn about a random subset of othélization of access link bandwidth, we condunstsimulation
participating peers in the system and then request thogs paehere 200 peers with heterogeneous incoming link bandwidth
to serve as its parent. Such a mesh-based overlay is easybto, and bw;) form a random mesh. All peers use the
maintain and is very resilient to churn. Furthermore, ingmgn same incoming and outgoing degree and all connections are
and outgoing connections of each peer are more likely émngestion controlled using RAP. Figure 1 depicts the @era
have diverse paths which in turn reduces the probability afilization of incoming link bandwidth and its 10 and 90

a shared bottleneck among them. The key design question ercentiles (as bar) only among high bandwidth peers for
the overlay construction mechanism is “how to determine theo levels of bandwidth heterogeneitye., ll’f”T’L is equal to
incoming and outgoing degrees of individual peers in ord@rand 8, respectively. We also examine each scenario with
to maximize the utilization of their incoming and outgoinghree different values of peer degree (namely 8, 12 and 16)
access link bandwidth?” and different fraction of high bandwidth peenrs,] for each
Proper Incoming/Outgoing Peer Degree Suppose that each degree. Across all these simulations, the incoming linkoof |
peer always has some useful packets to be requested bybasdwidth peers has always achieved high utilization. feigu
child peers. Then, the aggregate bandwidth to each child pédeshows that bandwidth heterogeneity can result in a poor
depends not only on its own incoming degree but also on thélization of access link bandwidth among high bandwidth
outgoing degree of its parent peers. Without loss of geitgral peers especially when the fraction of high bandwidth pegrs i
we assume that congestion only occurs at the edge of #mall. Setting the peer degree based on the bandwidth-elegre
network, i.e,, at the incoming or outgoing access links otondition (with a proper ratio) results in high utilizatiosf




access link bandwidth among high bandwidth peer85%) pattern of content delivery that minimizes the probabitity
with low variations &3%) in all the above scenarios. Thecontent bottleneck among peers. Then, we derive the redjuire
utilization of link bandwidth with bandwidth-degree cotidn packet scheduling algorithm at individual peers that lead t
is not shown in Figure 1 for clarity. the desired global pattern.

I11. CONTENT DELIVERY IN PRIME A. Organized View of a Random Mesh

The content delivery mechanism in PRIME combines pushTo identify the desired global pattern of content delivery,
reporting by parents with pull requesting by child peerscliEa we present an organized view of a randomly connected and
peer receives content frorall of its parents and providesdirected mesh as shown in Figure 2. Towards this end, we
content toall of its child peers.The content is encoded witllefine the distance of pegrfrom the source as the shortest
Multiple Description Coding (MDC) which enables each pegrath (in hops) from the source to peethrough the overlay.
to maximize its delivered quality by pulling a proper numbe&iven this definition, a group of peers that are exaetljops
of descriptions. Each peer, as a parent, progressivelyrtepaway from source, can be grouped iréwel n.
its newly received packets to all of its child peers and as Consider an overlay witiP homogeneous peers where all
a child, periodically ice., once perA second) requests anpeers have the same incoming and outgoing degreéegf
ordered list of packets from each one of its parents. Eaand the source degree dég,... The organized view reveals
parent peer delivers requested packets by each child peethree important properties of the overlay as follows [@):
the provided order and at the rate that is determined by tfiee population of peers at level (or pop(n)) is limited to
congestion control mechanism. The requested packets frpap(n)<deg,..*deg™ 1), (i) The number of levels, afepth,
parent peers are determined bgacket schedulingnechanism of such an overlay is limited tdoggeq(P/degsr.) < depth,
at each child peer. The overall performance of content dsliv (iii) The probability of having a parent at levelis equal to
depends on the collective behavior of the packet scheduliﬁ%’;@ for a given peer in the overlay. Typically, a peer in level
mechanism across all participating peers. n, except for peers in the bottom level, has a single parent in

In the context of live P2P streaming applications, a nelevel n — 1, (deg-1) parents in the same or lower levels, and
segment of lengthA is generated by the source evety deg child peers in levelh + 1. Peers in the bottom leveh(
seconds where a segment consists of a group of packets withiepth) have a single parent in level — 1, anddeg child
consecutive timestampst¢[to+A]) across all descriptions. To peers in the same or higher levels.
accommodate swarming, participating peers maintain &lgos )
synchronized playout time which is*A seconds behind B- Global Pattern of Content Delivery
source’s playout time. This provides roughly* A seconds In this subsection, we derive the global pattern of content
worth of content for swarming which has two implicationsdelivery for a single segment of content that minimizes the
(i) each peer should buffer at least A seconds worth of probability of content bottleneck. Consecutive segmerits o
content, andii) each packet should be delivered withitt A the stream can be delivered through the overlay using a
seconds from its generation time to ensure in-time deliveryroughly similar pattern. Intuitively, to minimize the numb

Suppose all connections have roughly the same bandwidthintervals for delivery of a segment, first different data
(bwpf), then the amount of data that a child peer receivesits of the segment should be rapidly delivered (or diftl)se
from each parent during an interval] can be estimated asto different subset of peers. Then, participating peers can
D = bwpf*A. We call this volume of data data unit A exchange (or swarm) their data units and contribute their
data unit consists of several packets (possibly from difier outgoing bandwidth until each peer has a proper number of
descriptions) that are selected by the packet schedulirdpmedata units for the segment. The above observation motieates
anism at a child peer. When one (or multiple) parent(s) oftawo-phase approach for delivery of a segment as follows:
child peer does not have a useful data unit to offer duriry Diffusion Phase:Once a new segment becomes available at
an interval, the child peer cannot fully utilize the bandthid the source, peers in level 1 can collectively pull all datésun
of the corresponding connection(s) and experienm@stent of that segment during the next internval Then, peers in level
bottleneck 2 can collectively pull all data units of the new segment dgri

The goal of the packet scheduling mechanism at individutle following interval and so on. Therefore, the fastestetim
peers is to maximize their delivered quality while mininmgi for delivery of different data units of a segment to differen
their buffer requirement. Achieving these goals is the sanpeers in level is i* A seconds. This implies that each peer in
as minimizing the probability of content bottleneck amonthe system has at least one data unit of a new segment within
participating peers which maximizes the utilization of thdepth* A seconds after it becomes available at the source.
outgoing bandwidth among all peers and thus accommodate3o rapidly diffuse a new segment among peers in the over-
scalability. The probability of content bottleneck amoreeps lay, all the connections between peers in lene{n<depth)
depends on the availability of new data units at each pareattheir child peers in levek + 1 should be exclusively used
peer which is determined by the global pattern of content disr the diffusion of new data units. These connections are
livery from the source to all peers in the overlay. Therefaoe calleddiffusion connectionand the corresponding parents are
design a content delivery mechanism, first we identify a globcalleddiffusion parentsDiffusion connections are shown with



e.g, p12 in Figure 2. Otherwise, the child peer experiences a
content bottlenecke(g, pg in Figure 2) and thus requires more
than one swarming interval to obtain the remaining datasunit
During these extra intervals, some of its swarming parerits w
obtain new data units of the target segment, and can pass them
along. For examples; ¢ receives a new data unit from, after
one interval and can pass it g in the next interval.
In a randomly connected overlay, the probability of ex-
periencing a content bottleneck for a given peer during the
Fig. 2. Organized view of a mesh-based overlay with 17 peers  gwarming phase depends on the ratio of its incoming degree
_ o . to the number of diffusion sub-trees with a unique data
s_tra|ght arrows |n_F|gure 2. The number of diffusion CONNEGinit. For a given overlay, the minimum number of swarming
tions mto IeveI@ is less than or equallto .the populat!on %fhtervals should be set such that nearly all peers can receiv
peersn Ieve_h (i-e. degsrc*degt™ ") which is exponentially their maximum deliverable quality. We call thi&,,;,. In
increasing withn. o ~ Section IV, we show how the value df,,;, is affected by
~ The above pattern of content diffusion has the followingtner system parameters. In summary, the required bugferin
implications: First, the diffusion phase takes exaafbpii 4t individual peers or their relative playout delay compare

intervals ordepth* A seconds. Second, each pegen level 1 5 source e, w*A seconds) should satisfy the following
as well as all of its descendant peers in a sub-tree rooted iR dition: depth+K

receive the same data unit of each segment during the diffusi min) <
pha_ise of that segment, but at different intervals de_pendmg C. Receiver-driven Packet Scheduling
their levels. Each such a sub-tree of peers that is rooted in
a peer in level 1 is called diffusion sub-treeThe number  The packet scheduling algorithm at individual peers should
of diffusion subtrees in an overlay is equal to the poputaticdetermine the requested packets from each parent suchighat i
of peers in level 1, orleg,,.. In Figure 2, one of the three collective behavior lead to the desired global pattern aiteot
diffusion sub-trees that is rooted at peer 1 is shaded. Thidelivery. Suppose that packet size is fixed and thus indalidu
when the bandwidth of a diffusion connection is less thapackets are identified by their timestamp and description id
bwpf, all the downstream peers in the corresponding diffusidrach peer can identify its diffusion parent(s) based onrthei
subtree experience content bottleneck during the diffusidistance from the source or their highest reported timegtam
phase. (tsmaz)- The packet scheduling mechanism is invoked once
2) Swarming Phase:At the end of the diffusion phase of a€very A seconds by each peer and takes the following steps:
segment, all peers in the overlay have at least one data UhRuality Adaptationit compares the smoothed aggregate rate
of that segment. During the swarming phase of a segme@tdata arrival from all parents with the target qualite(, the
participating peers pull the missing data units of the segmeumber of requested descriptions) and adjust the targdityjua
from their parents that are located in the same or lowé&gecordingly.
levels. Therefore, all the connections from parent peers lif) Diffusion: it requests a random subset of newly avail-
level j to their child peers in the same or higher levéi<;) able packets with timestamp within the following range
are exclusively utilized for swarming. These connectioress aLAST (tSmaz) <tS<tSmaz. LAST (tsmqr) denotes the high-
called swarming connectionand shown with curly arrows in est timestamp that was reported by parents during the last
Figure 2. We also call their corresponding parentswarming scheduling event. This ensures rapid diffusion of new piscke
parents Note that most of the swarming parents are located tawards lower levels of the overlay.
the bottom level. This means that the outgoing bandwidth Bf) Swarming - Packet Selectiorthe scheduler determines
peers at the bottom level is primarily utilized for the swargn  the number of missing packets for all the swarming times-
of each segment. tamps {.e., packets with timestamp within the following range
We recall that all peers in the same diffusion sub-tree veceit,+A<ts<LAST (tsma.)) by simply comparing the target
the same data unit of a segment during the diffusion phasgiality with the number of unique packets (from different
This implies that only those swarming parents that are mtatdescriptions) that it has already received for each tirmgta
on different diffusion sub-trees can provide a new data tmit ¢, denotes peer’s playout time. This step generates a list of
a child peer at the end of the diffusion phase. For examplémestamps for packets that could be pulled from swarming
in Figure 2,py can obtain a new data unit froms but parents.
not from p1¢. This simple condition enables us to determin&/) Swarming - Packet Assignmet@iven the average band-
whether each peer experiences a content bottleneck dimngwidth from each parent, we can estimate the number of
swarming phase based on the location of its swarming paremnislivered packets from each parent during one interval
If all swarming parents of a child peer are located at diﬂre(%). Then, the scheduler shuffles the list of re-
diffusion sub-trees, the child peer can pulthdeg;—1) new quired timestamps and sequentially examines each timgstam
data units from all parents in a single swarming intervaby taking two related actions:




« Description SelectionDetermining a proper description IV. PERFORMANCEEVALUATION
such that the corresponding packet (timestamp, descripywe usens simulations to examine the effect of various
tion) is available among parents but missing at the chilgsy factors on PRIME performance including) peer con-

peer, and _ o ) N nectivity, (i) packet scheduling(ii) peer population an@v)
« Parent SelectionAssigning the identified packet t0 asgyrce behavior. Due to the limited space, we only present
parent that can provide it. a subset of our results in this paper. Extensive evaluatins

The description for a given timestamp could be determingRIME can be found in the related technical report [10] In our
either randomly or by choosing the rarest description frboen t Simulations, the physical topology is generated with Bilte]
useful descriptions among parents. The parent can be sgledtsing the following configuration parameters: 15 AS with 10
either randomly or based on the minimum ratio of its assignéguters per AS in top-down mode and RED queue management
packets to its total packet budgeg(, the fraction of its packet at all routers. We use the following default settings in our
budget that has been assigned). This latter criteria tendsStmulations: A = 6 seconds, the overlay is directed, all
proportiona”y balance the assigned packets among pareﬂ@gess links are Symmetrical, the bandWidth'degree Gond|t
during the scheduling process. These choices result iardift is satisfied, the delay on each access link is randomly select
variants of the scheduling algorithm based on the selectiBgtween [5Sms, 25ms], core links have high bandwidth (rapgin

criteria and the ordering of (description or parent) sétect from 4 to 10 Gbps) and thus all connections experience
We examine these variants in Section IV-C. bottlenecks only on the access links. All connections are

congestion controlled using RAP. Furthermore, each stream
has 10 descriptions and all descriptions have the sameartnst
D. Source Behavior bit rate of C = 160 kbps. Each peer simulates the streaming
i i L ... consumption of delivered content after A seconds startup
The maximum available quality in the system is IIIT"te‘ielay. The following two scenarios are used as resference

by the num”behr of desc_ripltionls thath_are dT_Iive_reg from_t enariosin our evaluations: 200 homogeneous peers \{ijth
source to all the peers in level 1. This quality is determineg}, kbps andjii) 1.5 Mbps access link bandwidth.

by (i) the aggregate throughput from the source to all of itS 501y simulation was run for 400 seconds. Our results

child peers, and(ii) the utilization of source’s access link,ohresent the behavior of the system during the steady state
bandwidth. The aggregate throughput from the source d@e%‘ﬁer all peers have identified their parents and their pége

on its outgoing bapdwidth as well as i_ts outgoing degre_e_z bVhi(t‘:onnections have reached their average bandwidth. Further
_should be determln_ed by the bandwidth-degree co_nd|t|on. re, we have repeated individual simulations over several
introduce the terntliffusion rateas the rate of delivery for o aavs with different random seeds and the results haga be
new bits from source to level 1. Ideally, the diffusion ratgiiar \we also use the following methodology to decouple
should be equal to the gggregate thrOl_Jghput from the sou separately quantify the impacts of bandwidth and cénten
and the numbe_r of copies among delivered packets_ _to IeYJ(?Jttlenecks on delivered content from each parent. Eagmpar
1 should be fairly even. Satl_sfylng these two cond|t|pns ﬁiiways sends packet to its child peers at the rate that is
level 1 ensures proper behavior across other levels sin€e fiormined by a congestion controlled mechanism regardles
packets are simply multiplied by degree as they are pulle ji5 seful content. At each packet transmission time to a
towards lower levels. In practice, the following two fadt@an o ticyjar child, if there is an outstanding list of request
reducg the diffusion _rate or unbalance the number Of_ COp'ﬁﬁckets from that child, the outgoing packet carries the firs
for dell_vered packets(?) the independent packe'F scheduling bquuested packet in the list. Otherwise, the parent sends an
pelers |Inllevel 1, andi) the random loss of delivered paCket%specially marked packet with the same size.
to level 1.

The source is the only node in the system that is aware Af Peer Connectivity
delivered data units to different diffusion subtrees. Hfere, Our goal is to examine how the connectivity of individual
it can minimize the potential overlap among the deliverepkers affect the performance of content delivery in PRIME.
data unit to different diffusion subtrees. In PRIME, therseu To minimize the effect of other factors on our evaluation in
implements two related mechanisms to achieve this goat,Firthis subsection, we use the best performing packet scheduli
it performs loss detection for delivered packets and keggmkt mechanism and ensure that the delivered quality to level 1 is
of the number of actually delivered copies for each packegual to the maximum required quality for the peer with the
(i.e, timestamp and description id). Second, any requesteihest incoming bandwidth in each scenario.
packet with timestamps that has already been delivered to The bandwidth-to-degree ratio is a key aspect of peer con-
other peers, is swapped with a rarest packet within a recemctivity that determines the value of bandwidth-per-flow o
window [ts-A, ts] where A>RT'T, i.e, the requested packetbwpf. We examine the impact of this ratio on the performance
is swapped with another packet that has not been delive&dcontent delivery in the two reference scenarios. Figye 3
at all or a has the minimum number of delivered copieslepicts the percentage of peers that received at least 90% of
Performing loss detection ensures that the packet swappthg maximum deliverable quality.¢., %) as a function of
mechanism behaves properly. peer degree. Note that changing peer degree directly affect
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the depth of the overlay. Therefore, for proper comparisoKbps for a few peer degrees, respectively. The percentage of
we keep the number of swarming intervals constant acrossntent bottleneck in the diffusion (or swarming) phasehis t
these simulationsi =3) by setting the value ab as follows: percentage of congestion controlled bandwidth from thiudif
w = depth + 3. Figure 3(a) shows two interesting poin(y: sion (or swarming) parent(s) that can not be utilized fortean
in each scenario, there is a sweet range of peer degree alelivery (.e., the percentage of especially marked packets).
which a majority of peers receive a high quality stredii), Comparing these figures shows that the percentage of content
the proper range of peer degree has the same lower bounadtleneck is clearly higher in the swarming phase acrolss al
(degree = 6) in both scenarios but its upper bound dependsdaegrees as we discussed in subsection IlI-B. Furthermore,
the bandwidth-degree ratio. as we increase the peer degree from 4 to 6, the percentage
The poor performance of the system for small peer degregfscontent bottleneck in both phases significantly decrease
(degreec4) is due to the limited diversity of swarming parent$lowever, any further increase in peer degree (beyond 12)
which leads to content bottleneck among participating peereverses this trend and rapidly increases the percentage of
When peer degree is small, the number of diffusion subtreegntent bottleneck in both phases.
will be small because of the bandwidth-degree conditionoss Rate: To further examine the effect of packet loss on
This in turn proportionally reduces the probability thaethsystem behavior for large peer degrees, Figure 4(a) plaie(f
randomly selected swarming parents by each peer would to® to bottom) the aggregate transmission rate from a parent
located on different diffusion subtrees and thus incredises to all of its child peers, the parent’s access link bandwidth
probability of content bottleneck among peers regardldss and aggregate throughput to all of its child peers. The gap
peer bandwidth. The rapid drop in the delivered quality fasetween the top two lines shows the bandwidth associated
large peer degrees is the result of significant increaseds lavith lost packets at the outgoing link of the parent peer
rate of individual connections which leads to a major drop Wwhereas the gap between the bottom two lines represents
bwpf. Figure 3(a) clearly shows that the upper bound for thae bandwidth associated with lost packets at the incoming
reference scenario with peer bandwidth 1.5 Mbps is almastcess link of all child peers, collectively. This figure iso
twice the the upper bound for peer bandwidth 700 kbps. Thisat the aggregate throughput from a parent peer to all of
demonstrates that the upper bound of the sweet range of pigerchildren rapidly drops with increasing peer degree. &lor
degree is a function of loss rate rather than the peer degriggerestingly, while losses mostly occur at the parent’s- ou
We examine the effect of loss rate for higher peer degreesgbing link, a non-negligible fraction of losses also occtir a
further details later in this section. the incoming link of child peers as well. This suggests that
To verify our explanation, Figure 3(b) and 3(c) depict théhroughput of some connections are limited by the parent’s
distribution of content bottlenecks in the diffusion andasmi- outgoing link bandwidth while others are limited by the cfsl
ing phases among participating peers with peer bandwidsh 7i@dcoming link bandwidth. This may seem surprising because
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Fig. 5. Effect of peer connectivity on buffer requirementgrattern of delivery

the bandwidth-degree condition already limits individuah- connected)?”Figure 5(b) presents this distribution for several
nections’ throughput at the parent’s outgoing link. peer degrees in the reference scenario with peer bandwidth
To verify our hypothesis, we show the distribution of nor700 Kbps when the number of swarming intervals is equal
malized average throughput (normalized by the correspandit® Kmin. This figure reveals the following two important
bwpf) and its deviation across all connections for differerthanges in the average path length among peers as peer
peer degrees in Figure 4(b) and 4(c), respectively. These tdlegree increaseg) the average path length to individual peers
figures paint an insightful picture on how bandwidth dynanidnonotonically decreases with peer degree primarily duédo t
affect the location of bottleneck for individual connectio As  decrease in overlay deptfii) the distribution of average path
peer degree increases, the distribution of normalizedameer length among peers becomes more homogeneous due to the
throughput across all connections does not change but tRgrease in the diversity of swarming parents which in turn
distribution of its deviation shifts towards higher valués €vens out the probability of content bottleneck among peers
a nutshell, the larger deviations with larger peer degresslt The increasing homogeneity of average path length with peer
in bottlenecks at both sender and receiver ends of individu#egree also implies that lost packets are requested from the
connections. It is worth noting that session level simukatosame parent during the following swarming interval(s) eath
are unable to capture this important behavior. than through a longer path from other swarming parents.

Buffer Requirement: The poor performance outside theBl~ VS Uni-directional Connectivity: Maintaining uni- vs
proper range of peer degree indicates that the number Rifdirectional connections between peers affect the atdr
swarming intervals is inadequate for the delivery of the r&onnectivity among peers and thus could impact the perfor-
quired number of data units to most peers due to a contéfgnce of content delivery mechanism. To investigate this
bottleneck. This raises the following questidifow many ISSU€, we examine the reference scenario with 700 Kbps
swarming intervals are required so that nearly all peergandmdth but enforce bi-directional f:onnectlons amorgrge
receive a high quality stream?”Figure 5(a) depicts the Thg percentage. of peers thgt receive 90% of th.e maximum
number of diffusion intervalsig., depth) and the minimum deliverable quality as a function of peer degree is shown in
number of required swarming interval& ;. = wymin-depth) Elgure 3(a) when the number of swarming |_nteryals is 3.. T_h|s
as a function of peer degree in both reference scenarios sii@ire shows that the percentage of peers with high quality in
that 90% of peers receive 90% of the maximum deIiverabﬂéi'd're_’ct'Onal overlay is 10%-20% lower compared to the"l_m'
quality. As Figure 5(a) shows, the depth of the overlay directional overlay over the sweet range of_p(_eer o_IegreeurElg
independent of the peer bandwidth and gradually decreagé®) also shows the value &f,,;;, for these bidirectional over-
with peer degree in a step-like fashion. As degree increas s. This figure |nd|cate_s thgt bi-directional overlayguie
K,in initially decreases from 4 to its minimum value of 3t least one extra swarming interval for peer degrees betwee
intervals within the proper range of peer degree. Howeve‘k and 1_6. To explain this result, we note_ that bi-directional
further increase of peer degree beyond a threshold resultscpnections reduce the number of swarming shortcuts among
a linear increase itf,;,, until it reaches the maximum valuediffusion subtrees and thus increase the percentage oécbnt
of 5. In essence, this figure represents the minimum buffépttleneck. More specifically, for each diffusion connenti
requirement at each peer in terms of number of intervals 58M @ parent to a child, there is a swarming connection in
a function of peer degred.¢. wnin=depth+Komm). It also the reverse direction that connects two peers within theesam
illustrates the direct relationship betwed,:, and bwpf for diffusion subtree which is not an effective swarming shairtc

different peer degrees. Figure 5(c) depicts the distribution of average path length
Pattern of Delivery: To study the effect of peer degree on théor the above bidirectional overlays. as well as the comesp
pattern of content delivery, we examine the following gigst ing unidirectional overlays that we already presented guFé
“How does the distribution of the average path length (ib(b) for easy comparison. This figure indicates that theridist
hops) among delivered packets to individual peers chanbation of average path length over the bi-directional cweit

as peer degree increasese(, the overlay becomes morearound one hop (20%) longer than the uni-directional oyerla



for peer degree of 4. However, the difference in path lengtlise percentage of content bottleneck at each peer depends on
between bi- and uni-directional overlays rapidly decrsagith the aggregate available content among its swarming parents
peer degree. Note that the number of ineffective swarmitghen the percentage of high bandwidth peers is small, adarge
shortcuts is roughly equal to the number of peers. Therefofeaction of their swarming parents consists of low bandtvidt

for a fixed population, as the peer degree increases, tha exteers. This in turn reduces the aggregate available quality
connections must establish useful swarming shortcuts ifhi among their swarming parents and increases the probability
turn improves the diversity of swarming parents and reduces$ content bottleneck.

the average hop count (and its deviations) for individuarpe Location of High Bandwidth Peers: Another important

as shown in Figure 5(c). question in an overlay with heterogeneous peer8/ithether
the location of high bandwidth peers in the overlay affebés t
B. Bandwidth Heterogeneity percentage of content bottleneck among thenT?&’ examine

To investigate the effect of bandwidth heterogeneity, wiliS iSSue, we explore a heterogeneous scenario where only
consider the reference scenario with peer bandwidth 1.5Mbp0% ©f peers have link bandwidth of 1 Mbps and the remain-
(bwp) and reduce the link bandwidth for a fraction of peerg1g peers have I|_nk bandW|d_th of 1.5 Mbps. We modify t_he
to bw,. As we showed in Section II, the bandwidth-degre%verlay f:onstructlon mechanism to only place.hlgh bandwidt
condition ensures that the utilization of access link reraaiP€€"s either in _the top level (as source's children) or at the
high when peers have heterogeneous link bandwidth, TRetom level. Figures 6(a) and 6(b) show the percentage of
probability of content bottleneck for low bandwidth peens i CONtent bottleneck for these two cases (labeled as “top” and
heterogeneous scenarios should be lower since the aeilabPtiom”) for comparison with previous scenarios. Placihg
quality among their swarming parents could be higher. Ther@lgh bandwidth peers in non-bo;tqm levels re_duces the depth
fore, we focus on the high bandwidth peers. The first questi8{1 th? oyerlay and thus the_ minimum required num_be_r of
is: “How the delivered quality and buffer requirements Of:ln‘fusmn mteryals_. However, it also reduces the _conmatgtl
high bandwidth peers is affected by the degree of bandwidtiond the diffusion subtrees and thus equally increases the

heterogeneityife, 2+) and the percentage of low bandwidtH{™'MMum number of required swarming intervalk ). In
peers?” t contrast, placing high bandwidth peers at the bottom level

Figures 6(a) and 6(b) show the distribution of content bo?—Iightly increases overlay depth and thus increases theresl

tleneck among high bandwidth peers (1.5 Mbps) with diffEreHumber of diffusion intervals. However, this effect is caenp

percentage of low bandwidth peers (1 Mbps) for diffusion an%l"u_ed by the higher con.nc_activity among the diffgsion Smr?
ich decreases the minimum number of required swarming

swarming phases, fespectively. We use the same bandwi Intervals. In summary, the location of high bandwidth peers
_ : .5Mbps — 1Mbpsy ; H : . s

to_degree I’?.th%T. 5 ).|n Qn‘ferent scenarios for a oes not have a significant impact on the minimum buffer

fair comparison. This in turn implies that the depth of th . )

overlay increases as the number of high bandwidth peéggwrement ke., w).

decreases. These figures show that the percentage of highpycket Scheduling

bandwidth peers has a minor impact on the content bottleneckl_ tudv the effect of ket scheduli lqorith th
in both phases. The minor increase in content bottleneck 0 study the eflect of packet scheduling aigorithms on the

during the diffusion phase with the small percentage of hi rformanc_cteho:‘_tie;’ RLMI_E d?r:o;%((:)mk\[,)ve conf;derthe re{tra]et?[nc”
bandwidth peers (in Figure 6(a)) is due to the decrease in snario thh ink ban V\Il(' t schedull pS ?n _;ssur\?ve aa
total number of connections and the resulting increase én tRE€rs USe he Same packet scheduling aigorithm. YVe examine

overlay depth. In Figure 6(b), the minor increase in conteﬁg different scheduling algorithms that represent vasiotder
bottleneck during the swarming phase when a small percenta?

selection and different criteria for selecting desdaptof
of peers have high bandwidth can be explained as follom%'given timestamp (random or rarest) or assigning a packet to

a parent (random or parent with minimum bandwidth utiliza-
tion). Figure 7(a) depicts the percentage of peers thaivece
90% of the maximum deliverable quality as a function of peer

100

Top | g R R T Xy SXETE N e A . A
;Ff‘ oo degree for these six packet scheduling algorithms where
g oo depth + 3. This figure illustrates two interesting points: First,
§ b except for two scheduling algorithms that randomly selbet t
K i parent, the performance of other algorithms is very similar
o wf within the proper range of peer degree. This implies that
‘ High 8w peers256 —— | | High B pers=25% —— neither the criteria for selecting the description of a peck
£ ofy HOn BV peer- 5% = i B 5 5 he order of selection (b descripti d
; R Petier nor the order of selection (between description and parent)
N i S peers o votomnel 6 | [} bigh e b, 5. significantly affects the performance. Second, the peaggnt
0 05 1 15 2 25 3 35 4 4% 123 4567 of peers that receive a high quality stream in the two low-
Percentage of content bottleneck in diffusion (BW 1.5M) Percentage of content bottleneck in swarm (BW 1.5M) i . ) . i
(a) From diffusion parents (b) From swarming parents performing algorithms is very similar, and roughly 20% lawe

than other algorithms within the proper range of peer degree

Fig. 6. Content bottleneck among high BW peers in heteragemscenarios Closer examination ok’,,,;,, for these two scheduling schemes
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Fig. 7. The effect of packet scheduling and scalability oiNAR
revealed that theits,,;, value is always one interval largerbandwidth-degree condition should be satisfied by the ayerl
than other schemes in a comparable scenario. Intuitivehge construction mechanism in order to minimize the bandwidth
scheduling schemes that assign a packet to a random palmitieneck among participating peers. We also derived #te p
are more likely to experience content bottleneck due to thern of content delivery that can incorporate swarming iceor
higher frequency ofleadlockduring parent selection. Here byto effectively utilize the outgoing bandwidth of partictpay
deadlock, we are referring to an event when a required packeters and thus minimize the content bottleneck in the system
is available among some parents but it can not be requestéds in turn led us to the desired packet scheduling algarith
since the bandwidth budget of those parents are fully used &t individual peers. Through extensive ns simulations, we
delivery of other packets. To verify this hypothesis, Figi(b) examined the effect of key factors on PRIME performance
depicts the distribution of deadlock frequeneg( the fraction and identified a few fundamental design tradeoffs.
of packets whose scheduling leads to a deadlock) among peefd/e are currently extending this work along several dimen-
in the above scenario when peer degree is 12. Figure 78)ns. First, we are examining the effect of churn on PRIME
clearly shows that the median deadlock frequency is roughterformance, in particular on ensuring the bandwidth-degr
four times higher for scheduling algorithms that use randooondition. Second, we are evaluating PRIME performance in
parent selection. In the random parent selection stratdgy scenarios where the distribution of outgoing bandwidthesyv
unique packets of a parent may not be requested. Thereforekawed or in the presence of free-loaders [12]. Third, we
fraction of parent’s bandwidth budget is used for the dejive also use PRIME to conduct systematic comparison between

of packets that are available at other parents. tree-based and mesh-based P2P streaming mechanism [2].
. Fourth, we have prototyped PRIME and currently conducting
D. Peer Population
experiments over PlanetLab. Finally, we plan to incorpmrat

We finally examine the scalability of PRIME protocol bythe notion of “contribution awareness” into PRIME.
addressing the following questiofiiow does the delivered
quality and buffer requirement at individual peers change
with peer population?’ Figure 7(c) shows the duration of [1] V. N. Padmanabhan, H. J. Wang, and P. A. Chou, “Resiliest-o-peer

streaming,” inICNP, 2003.
diffusion phase (or overlay depth) and the minimum duratio N. Magharei, R. Rejaie. and Y. Guo, “Mesh or Multiple-EreA

of swarming phaseK,i,) and the minimum buffer require- Comparative Study of P2P Live Streaming Services,”INFOCOM,

ment (orw) as a function of peer population in the reference  2007. _ , _ _
3] B. Cohen, “Bittorrent.” [Online]. Available: http://ww.bittorrent.com

Scena_no with Iln_k bandwidth 70_0 Kbps and peer deg_r_ee 4] D. Kostic, A. Rodriguez, J. Albrecht, and A. Vahdat, “Bail High
This figure provides a good evidence on the scalability of * pandwidth data dissemination using an overlay mesh3@SP 2003.

PRIME protocol. As the peer population increases, overlafp] X. Z:\ang,J.Lilll(, 153. LII and ch.;S. P. Yum, “qulst(r)ecagin@z%%ta-driven
: f overlay network for live media streaming,” iNF M 5.
depth slowly grows but the duration of the swarming phas S. Xie, B. Li. G. Keung, and X. Zhang, “Large Scale PeePer Live

(with a proper peer degree) remains constant. To explain’ video Streaming: Theory and Practice,” Tech. Rep., 2006.

this, we note that increasing peer population does not affe&] V. Venkat%raman, K.chl)Esh(;dg, and PM Flrancis,](;munzlavggr Hetero-
H H H geneous Unstructure n ystem ulticast, s .
the number of diffusion subtrees. Therefore, the diversity E V. Pai. K. Kumar, K. Tamilmani, V. Sambamurthy, and A. Moh

swarming parents for individual peers does not change with™ «Chainsaw: Eliminating Trees from Overlay Multicast,” IRTPS 2005.

peer populationThis result indicates that within the proper [9] g Magharei angSFé RejézliéééG“Understanding Mesh-baseer-RePeer
f o ; treaming,” inN DAY .

range of peer degree, PRIME can effectively utilize avmabH.O N. Magharei and R. Rejaie, “Peer-to-Peer receivereari mesh-based

e

resources in the system and accommodate scalability if the streaming: Design and Evaluation” Tech. Rep. CIS-TR-B5-B006.
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