# Data Structures <br> BTree Analysis 

CS 225 Extra Credit

Early MP submissions: 40 points
Extra credit projects: 40 points $Z$
Et +2

An extra (13th) lab: 10 points
Above 70\% participation in Informal Early Feedback: 5 points
Above ??\% participation in ICES Evaluations: 5 points

## Informal Early Feedback Released!

A larger anonymous survey designed to give feedback to staff

Collective extra credit opportunity! $\rightarrow$ As a class shbmit

Particularly interested in ways to improve lecture and labs.

## MP Mosaics Quick Tips

1. Pay close attention to your recursion and default point constructor
Gemply Tree Node

$$
\leftrightarrows \text { petals Treelade () }
$$

$$
\rightarrow(0,0,0)
$$

2. Individual mosaic tests are NOT comprehensive.
```
TEST_CASE("KDTree::findNearestNeighbor (2D), returns correct result",
/* ... */
compareBinaryFiles (fname, "../data/kdtree_"+to_string(K)+"_"+to_string(size)+"-expected.kd" ) ;
REQUIRE( tree.findNearestNeighbor(target) == expected );
```

"[weight=1][part=1]"; {

```
```

"[weight=1][part=1]"; {

```

3. Take advantage of class resources:


Learning Objectives
Finish implementing BTree ADT
Analyze the performance of the BTree
soke is
expansive
is lash up monody is skin


BTree Recursive Insert
Insert (56), \(M=3\)
Insert always starts at a leaf but can propagate up repeatedly.
1) Recusinply find loot ingot location
\[
n=3
\]
2) Arcusiony spit tree up


BTree Size Restrictions
Fable!
\(\qquad\) us Dxanic Alar Bu Hokan? Punitive!
By definition we have max, but do we have min? Are these trees valid?


Not valid!

\(\qquad\)
N Mot yet lase enough to spit!
\(\leftrightarrow \mathrm{Nor}^{-l o o t ~ l e a r s ~ h a c e ~ a ~ m i n ~ s i z e ~}\) As som as spit c are
4 \(\leftarrow\) This is unnelessay \(\rightarrow\) D \(\ddagger\) grate on size ( \(m / 2-1\) )
\(\rightarrow \frac{\text { Nonctot internal nodes have a mir }}{\text { size }}\) y \(\mathrm{m} / \mathrm{s}\) rehillpen at least

\section*{BTree Properties}

A BTrees of order \(\mathbf{m}\) is an \(m\)-ary tree and by definition:
- All keys within a node are ordered
- All nodes contain no more than \(\mathbf{m - 1}\) keys.
- All internal nodes have exactly one more child than keys

Root nodes can be a leaf or have \([2, n]^{\text {at least }}\) children.
\(\qquad\)

All non-root, internal nodes have \(\square\)
All leaves in the tree are at the same level.

STree

If I tell you this is a validBTree, what is the value of \(m\) ? Love bend
on ch. \(\|_{\text {Ten }}\)
\(T_{\frac{\mu}{2}} 7\)
\(\rightarrow\) with bands on on chill tran


\section*{BTree ADT}

\section*{Constructor}

Insert

Find

Delete

BTree Find
1)W4ik though array
\[
\text { each rade is } 9 \text { li.st }
\]
u use Arroy find ()


BTree Find
Find (7)
1) \(A\) (roy fionl)
2) Descerd darn appropizite chilf

Btree Node quectore (KReys) data Vecta. < Blioc Vod** chidion

Can un do BS on croy find?

wher is first lengo valua?


BTree Find
must distinguish my base case of pecrison "y leaf? u Null phr?


BTree Exists 肯find is on lab


\section*{BTree Exists}

Find (uc)


BTree Remove
BTree removal is complicated. It won't be part of the lab.
However lets consider how we would handle the following cases...
\(m\) is ow max of children maul is max \# of Keys


BTree Remove
1) Find node

If node is a leaf And
my nole is levse, tha es/z
(at leest \(m / 2+1\) )


BTree Remove
If leof is too small, adivest tree
\(\leftrightarrow A\) quicte lepalane


BTree Remove
If nat enoush valws, delete a node obove


BTree Remove
\(\mathrm{M}=3\), Remove (42)
Sonstims if internal nod \(\rightarrow\) ca finn top


BTree Remove
M = 3, Remove (5)
G Sowr times betts to rebuild tree from seratern


STree Analysis
\(\eta\) is \& keys
We've seen the ADT
All ops \(O(h)^{*}\)
What is the runtime for BTree operations (ignoring remove)?


\section*{STree Analysis}

We saw for AVL that finding an upper bound on the height (given \(\mathbf{n}\) ) is the same as finding a lower bound on the nodes (given h).

We want to find a relationship for BTrees between the number of keys ( \(\mathbf{n}\) ) and the height ( \(\mathbf{h}\) ).


\section*{BTree Analysis}

The height of the BTree determines maximum number of
\(\qquad\) possible in search data.
...and the height of the structure is:
 .

Therefore: The number of seeks is no more than \(\quad O\left(\operatorname{los}_{m} n\right)\).
\[
\text { we }_{\text {catal }} M
\]
...suppose we want to prove this!

\section*{BTree Analysis}

\section*{Strategy:}

We will first count the number of nodes, level by level.

Then, we will add the minimum number of keys per node ( \(\mathbf{n}\) ).

The minimum number of nodes will tell us the largest possible height (h), allowing us to find an upper-bound on height.

\section*{Key Facts:}

Root nodes can be a leaf or have [2, m] children.
All non-root, internal nodes have [ceil(m/2), m] children.

\section*{BTree Analysis}

Minimum number of nodes for a BTree of order \(m\) at each level:

Root:

Level 1:

Level 2:

Level 3:

Level h:

BTree Analysis
\[
t=\left\lceil\frac{m}{2}\right\rceil
\]

The total number of nodes is the sum of all the levels:
\[
1+2 \sum_{k=0}^{h-1} t^{k}
\]
\[
\sum_{i=0}^{n-1} x^{i}=\frac{x^{n}-1}{x-1}
\]

BTree Analysis
The total number of nodes:
\[
1+2 \frac{t^{h}-1}{t-1}
\]
\[
t=\left\lceil\frac{m}{2}\right\rceil
\]

The total number of keys:

BTree Analysis
\[
t=\left\lceil\frac{m}{2}\right\rceil \text { © }
\]

The smallest total number of keys is: \(\quad 2 t^{h}-1\)
So an inequality about \(\mathbf{n}\), the total number of keys:

Solving for \(\mathbf{h}\), since \(\mathbf{h}\) is the max number of seek operations:

\section*{BTree Analysis}

Given \(\mathbf{m}=101\), a tree of height \(\mathbf{h}=4\) has:

Minimum Keys:

Maximum Keys:

BTree
The BTree is still used heavily today!

Improvements such as B+Tree and B*Tree exist far outside class scope

\section*{Thinking conceptually: Sorting a queue}

How might we build a'queue' in which our front element is the min?

\section*{Thinking conceptually: A tree without pointers}

What class of (non-trivial) trees can we describe without pointers?```

