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Your Opinions

Pros:
• Discusses pros and cons of different offload mechanisms.
• Achieve flexibility with hardware speed. 
• Focus on maintainance and upgradability. 
• Reduced CPU utilization. 
• Exception packets handled in software – FPGA need not 

remember all policies. 
• Mature well-tested solution. 



Your Opinions

Cons:
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Cons:
• No performance comparison (shown) with other smartNIC solutions. 
• FPGA-equipped smartNIC vs programmable switches? 
• Area and cost of FPGA over ASIC (compared to other alternatives).
• FPGA development is harder than software. 
• Recompiling an FPGA is more “expensive” than recompiling software. 
• No evidence that the design can scale to 100Gbps. 
• Security vulnerabilities? 
• Viable only at Azure scale.
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Ideas:
• How to divide functionality between software, programmable 

NICs, and programmable switches?
• Use FPGAs for offloading more features. 
• More evaluation under high workload. 
• Can one design ”custom” FPGAs with smaller area and cost?
• Compare FPGA-based approach with other alternatives (e.g. 

SoftNIC) – in terms of both performance and flexibility. 
• A compiler that translates code written in higher-level 

language to FPGA. 
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Software or Hardware? 


