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Related Works

Prior works on Accent aware ASR

T

Multi-accent training Accent-aware training Accent adaptation
with accent embeddings

Huang et al., 2014 or Turan et al., 2020

Accent specific layer adversarial learning Accent embeddings are

+ shared layers provided as auxiliary

inputs to an acoustic
model

Das et al., 2021a
Adversarial Pretraining

Models

Accent Agnostic ASR Accent Aware ASR

Try to minimize distance
between accented and non-
accented embeddings

feed the model additional
information about the accent

Main Difference:
- End-to-end accent embeddings
- Beam-search decoding that searches over different accent combinations




Related Works

Pre-train on accent labels
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Best of Both Worlds: Robust Accented Speech Recognition with Adversarial Transfer Learning
By Nilaksh Das, Sravan Bodapati, Monica Sunkara, Sundararajan Srinivasan, Duen Horng Chau




Architecture Novelties

CTC Loss Attention Loss
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There were a few main changes made to the standard quantization
method seen in other ASR models:

® Construction of codebooks that embed accent specific
information

® Modified Beam-Search algorithm to handle inference when
Accent Information is not provided.

Also cool to see they incorporated a joint CTC + Attention Loss! You
can see more about this in “Joint CTC-Attention based End-to-End
Speech Recognition using Multi-task Learning” (Kim et. al.)



Codebook Construction and Training

if self.use_codebooks:

During training, we pass in our accent labels so
self.no_codebooks = codebooks_per_accent

Ao E T = G En T we can index the specific codebook we want
self.codebook_embedding = torch.nn.ModuleList([ and encode our data

torch.nn.Embedding(
num_embeddings = self.no_codebooks,
embedding_dim = attention_dim

) for _ in range(no_accents)])

. - if self.use_codebooks:
In the training corpus we can enumerate the R
number of accents that exist and generate a codebooks = []

. for label in accent_labels:
unique codebook for each one.

arr = torch.tensor([i for i in range(self.no_codebooks)],dtype=torch.int).to(xs[@].device)

codebooks.append(self.codebook_embedding[labell (arr))

codebooks = torch.stack(codebooks)
else:

codebooks = None



Distributing Accent information Across Sequence

Cross Attention modules were also incorporated to learn attention
scores of how a sequence of audio attends over the codebook
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Modified Beam Search

-~ a

Input: x: speech input
V: list of vocabulary tokens
Nmax: Maximum hypothesis length
k: maximum beam width
y: output prediction so far
score4(., .,.): scoring function
By= {(0,<sos>1)...,(0,<sos> M)}
for t € {1,...,npax — 1} do
B+ ¢

for (s,y,A) € B;_1do

k.

w N

'S

5 if y.last() == <eos> then

6 B.add({s,y, A))

7 continue

8 for v € Vdo

9 s < scorej(x,yowv, A)
10 B.add((s,y o v, A))

1 B; = B.top(k)
12 return B

The Beam Search algorithm is a technique to find the (hopefully)
best sequence of states from a list of state probabilities.

Typically Beam search combines the probability up the current
timestep and the output prediction to predict what the next best
states could be. The Modified Beam Search changes this slightly to

add an extra tag A that also incorporatesthe most likely accent seen
till this timestep as well.



Experiments — Main Results (Xulin)

Aggregated Seen Accents Unseen Accents
Method

All Seen Unseen AUS CAN UK SCT us AFR HKG IND IRL MAL NWZ PHL SGP WLS
Trans. (Dong et al., 2018) 22.7 17.3 28.0 181 178 197 185 163 | 259 320 354 253 362 238 315 388 210
Conf. (Gulati et al., 2020) 18.9 14.0 23.7 138 150 157 134 133 | 215 272 294 214 322 199 261 347 179
I-vector (Chen et al., 2015) 18.9 14.1 23.6 139 150 161 146 133 | 21.7 272 295 212 317 193 272 338 180
MTL (Jicheng et al., 2021) 18.9 14.1 23.7 147 151 161 137 132 | 21.8 281 291 215 330 194 265 342 181
DAT (Das et al., 2021b) 18.7 140 234 133 153 157 155 131 | 211 270 295 211 322 192 2.0 344 179
CA 18.21 | 13.6 229 115 148 149 97 131 | 21.0 257 291 207 309 185 258 337 179

® Model trained and tested on MCA-Accent-100

® Comparison with baselines:

Network Architecture: Conformer > Transformer
Accent Augmentation (All w Conf): CA (Proposed) > DAT > |-vector ~=MTL

® SOTA Performance:
Proposed CA system outperforms other systems across all the seen and unseen accents

® Configurations:
50 codebook entries, incorporated into 12 Transformer Encoder layers



Experiments — Zero Shot (Xulin)

Accents

ARA HIN KOR MAN SPA VIA
Conformer | 33.3 | 304 304 269 379 303 435

Method All

I-vector 33.6 | 31.0 312 272 38.0 304 439
MTL 334 | 304 306 269 38.7 30.1 43.7
DAT 335 | 30.7 308 268 383 30.1 439
CA 32.67 | 29.5 304 262 371 293 428

® Model trained on MCA-Accent-100, tested on unseen L2Arctic dataset
® Performance outperforms other baselines across all accents
® Ascertain the effectiveness of accent-specific codebooks



Experiments — Data Size (Xulin)

Method Overall | Seen | Unseen
Conf. (Gulati et al., 2020) 9.75 6.04 13.46
I-vector (Chen et al., 2015) 10.05 6.40 13.69
MTL (Jicheng et al., 2021) 10.02 6.33 13.70

DAT (Das et al., 2021b) 973 | 6.12 | 13.33
CALE(l ,,,, 12) (P - 50) 963 622 1303
CArc....12) (P = 200) 959 | 620 | 1298

CALcq....12)(P = 500) 955 | 6.19 | 12.92

« Comparison of models trained and tested on larger MCV-Accent(600 hours) data
« With larger dataset, proposed CA system still outperform baselinesystemsoverall,and
by a significant margin on unseen accents



Experiments — Number of Parameters (Xulin)

Method # of params | Overall | Seen | Unseen
Conf. 43M 18.87 14.05 23.67
Conf. w/ 1 encoder units 46M 18.89 14.02 23.74
Conf. w/ 7T attention dim 46M 18.77 14.02 23.51
CArc(1,... 12)(P = 50) 46M 18.22 13.57 22.86

« Although proposed CA system outperforms other baselines, it has more parameters
(46M vs 43M) which might be an important factor of final performance
 Experiments are doneto discountthe effect of parameter size

 Proposed CA models still outperform conformer with a significant performance gap with
samenumber of parameters



Experiments — Balanced Dataset (Xulin)

Method Overall | Seen | Unseen
Conformer 19.30 14.73 23.86
CALE(I ..... 12) (P - 50) 18.88 14.61 23.13

« Comparison of models trained and tested on balanced MCA-Accent-100 Dataset
 Proposed method is still effective comparedto conformer baseline with balanced data
setting



Experiments — Ablation Studies (Mahir)

Method Overall Seen | Unseen | ® Codebooksize changes?
CAre1... 12)(P = 25) 18.33 13.76 22 .89 OSmaller codebook (expectedly) degrades
_ performance
CAreq,...12) (P = 50) 18.22 13.57 22.86 OLarger codebooks overfit to seen accents
CALE(L,“,Q)(P = 100) 18.36 13.85 22.86
CAreq,..., 12)(P = 200) 18.41 13.69 23.12
CALEUW,Q)(P = 500) 18.39 13.68 23.09
CAreqi,....4)(P = 50) 18.30 13.95 22.64 | ® Cross-attention only at certain layers?
CAre(i.. s (P =50) 18.31 13.86 22.75 OMore helpful when closer to the acoustics,
since accent distinctions more prevalent
CArco,....12)(P =50 18.92 14.24 23.59

12)( )
CALE(&M,H)(P — 50) 18.45 13.84 23.05
(Prana = 50) 18.30 13.65 2295 | ®* Random codebooks???




Experiments — Ablation Studies (Mahir)

Method Agoregated Seen Accents Unseen Accents
Overall Seen Unseen AUS CAN UK SCT us AFR HKG IND IRL MAL NWZ PHL SGP WLS

Transformer 22.68 17.34  28.01 18.11 17.81 1973 18,50 1631 25.86 3197 3539 2525 36.25 2383 3150 3878  21.04
Conformer (Base) 18.87 14.05  23.67 13.82 1502 1574 13.36 1330 | 2147 27.18 2939 21.38 3220 19.86 26.13  34.69 17.88
[-vector sum 18.87 1415  23.58 13.88 15.02 1607 14.62 13.31 21.66  27.18 29,53 2118  31.72 19.33 27.22 3381 17.98
Base + Classifier 18.91 1412 23.69 14.73 1510 16.08 1372 13.19 | 21.83  28.13  29.15 2146 3297 19.38  26.51 3424  18.08
DAT 18.70 14.00  23.38 13.30 1530 1572 1552 1315 | 2115 2695 2953 2115 3216 1922 2003 3443 17.93
CArcii, a1z (P =25) 18.33 1376 22.89 13.05 1490 1533 1092 13.12 | 20.82 2641 2929 2070 31.55 18.36  26.10  33.30 16.58

) 18.22 13.57 22.86 11.54 14.81 1491 9.66 13.15 | 2095 2566 29.15 2072 30.87 18.47 25.81 33.68 17.92

8.36 13.85 22.86 12.89 14.91 15.46 1092 1324 | 2077 25.89  28.87 2041 3244 1876  26.24 3293 17.77
8.41 13.69  23.12 13.00  14.81 15.06 11.10  13.12 | 21.57  26.78 28.30 2093 3095 18.97 2597  33.17 17.88

1

1
CApcir. 19y (P = 500) 18.39 13.68  23.09 12.04 14.93 1540 11.10 13.05 | 21.22 26,52 2877 2057 33.13 18.78 25.97 33.81 18.39
CArcq1, a(P =50) 1830 | 13.95 22,64 | 1322 1553 1549 1074 1324 | 2079 2606 2858 20.52 3143 17.87 2627 3298 17.72
CApzr,. . (P =50) 18.31 13.86 2275 13.14 15.07 1576 1056 13.12 20.50 25,52 2870  21.03 30,70 18.533 25,59 33.10 18.03
CApcro. . 19(P =50) 18.92 1424 2359 13.30 15.36 1553 13.27  13.67 21.50 27.18 2889  2l.61 32.52 18.98 26,64 3443 19.59
CAjpcis. 12y (P =50) 18.45 13.84  23.05 12.37 15.43 1542 1092 13.18 | 21.08 26,75 2840  20.60 31.76 18.68 26.52  34.00 18.13
CApcr. 12 (Panga =50) | 1830 | 1365 2295 | 1234 1519 1489 11.64 13.06 | 2077 2557 2948 2098 31.88 1862 2587 3328 17.82

Agpregated Seen Accents Unseen Accents
Method

Overall | Seen  Unseen | AUS  CAN UK SCT us AFR HKG IND IRL MAL NWZ PHL SGP WLS
Conformer (Base) 9.75 6.04 1346 | 495 681 715 442 564 | 11.81 16.50 1490 12.61 2043 1049 1574 2126 7.98
[-vector 10.05 | 640 1369 | 467 753 743 406 604 | 1205 1745 1476 13.08 2031 1057 1582 21.22 891
MTL 10.02 | 633 1370 | 530 759 739 397 586 | 12,19 1630 1425 1323 1958 10.64 1630 21.54 8.50
DAT 9.73 6.12 1333 | 456 750 687 496 574 | 1176 16.19 1462 1296 1897 991 1584  21.50 8.13
CAre(1,....19)(P =50) 9.63 6.22  13.03 | 467 736 7.1 307 590 | 11.63 1564 1406 1248 1897 973 1560 21.05 8.29
CAre(1,...129)(P=200) | 9.59 6.20 1298 | 492 747 683 352 5091 11.47 1596 13.87 1225 1930 9.98 15.17 2090 8.08
CArc1,...19)(FP = 500) 9.55 | 6.19 1292 440 7.60 6.67 262 599 | 11.57 15.18 14.13 1220 17.84 10.00 1534 2071 8.39




Experiments — Single Accent Inference (Mahir)

Seen Accents Unseen Accents

Accent used

AUS CAN UK SCT US NWZ IRL AFR MAL WLS HKG IND PHL SGP
Australia 11.5 19.5 17.0 18.1 17.4 18.7 243 22.0 33.7 21.1 20.8 32.5 30.1 37.8
Canada 20.5 14.7 20.0 15.7 13.5 25.7 21.4 245 32.7 21.8 27.4 206  26.6 35.4
England 13.8 17.7 15.0 14.4 16.2 21.1 22.0 21.5 32.3 18.0 27.0 209 27.1 34.8
Scotland 20.7 17.8 19.1 10.2 16.4 25.7 226 244 34.4 21.3 28.2 33.5 29.0 36.6
Us 20.2 14.7 19.4 15.5 13.2 24.7 21.7 234 32.4 22.2 27.0 28.1 25.8 34.3

® Usingonlyoneaccent's codebook for decoding?

OLower WERs when using geographically proximate accent codebooks for unseen accents

O(some personal ideas below regarding some of the 'proximities’):
= Irish ancestry being the 2nd largest European subgroup in Canada?

= Increased consumption of American media throughout former British colonies in Asia? (note '32.4' vs. '32.3' in the Malaysia column,
'27.0'vs. '27.0" in the Hong Kong column)

OErrors still much higher than when beam-searching



Experiments — Variants in Beam-Search Decoding (Mabhir)

® Beam-search variants at inferencetime?

OStandard beam search? Not great

OOne k-width beam search per codebook? Better than what was proposed, but takes too long
OOne k/M-width beam search per codebook? More efficient but under-utilizes beam slots

Method All Seen | Unseen | Inference Time
Bo: Standard beam search 18.87 | 14.05 | 23.67 1.0
By: M full beam searches 18.10 | 13.48 | 22.71 5.02
Bo: M split beam searches | 18.30 | 13.61 | 22.97 1.14
Bs3: Joint beam search 18.22 | 13.57 | 22.86 1.16




Discussion and Analysis - Codebook Utilization (Heting)

Codebooks

AUS 34 92 56 43
® Figure 2: Across seen accents, a diagonal dominance
c CAN 113 226 128 234 201
OEvident for Australia, England and Scotland accents V
.. U w317 199 437 363 174
QOUS and Canada have examples evenly divided among each other n

® Figure 2: Among unseen accents 7 ’
O Australia-specific codebook is picked up most by New Zealand test utterances c % B T I

AFR | 340 160 264 282 167
ul
kG 66 59 80 116 88
5
g o 86 93 99 110 104
|
RL 229 283 262 405 244
C
()
Q MAL 60 32 49 56 65
N
S ez ﬂ 156 342 282 181
>
PHL 97 118 109 170 137
sGp 72 81 83 127 114
WLS 43 21 61 26

Figure 2: Heatmap showing which codebooks are cho-
sen during inference across seen and unseen accents.
For example, the third cell in the first row shows that
92 out of 413 Australian-accented utterances used the
codebook belonging to England during decoding.



Discussion and Analysis - Active Accents during Joint Beam-search (Heting)

® Figure3: Entropy across during beam-search decoding step
O Compute the distribution of samples in the beam across the five seen accents

OPlot the average entropy of this distribution across all test instances
Ofour to five seen accents are active until time-step 20, after which certain accents gain more prominence

® Figure 4: Probabilities across seen accents in the beam for a single Wales accented test sample
OAll accents are active at the start of the utterance,

OEngland becomes the dominant accent towards the end Lo —
081 E:SE"“Z v
% 0.6 - : at;ntlarld
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1.5 1 0041 : : : : .
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Figure 3: Progression of average test entropy of the Figure 4: Progression of the probability/entropy across

probability distribution across seen accents. seen accents for a single Wales-accented test sample.



Discussion and Analysis - Alternatives to Joint Beam-search (Heting)

® Two alternatives to joint beam-search

O Jointly trained an accent classifier with ASR.
During inference, this classifier provides pseudo-accent labels across seen accents to choose the codebook

OAdds a learnable gate to each codebook entry

Instead of picking a fixed subset of codebook entries
Train learnable gate at each encoder layer jointly with ASR to pick a designated codebook entry corresponding to the underlying accent of the utterance

During inference, the learned gates determine the codebook entries to be used for each encoder layer

® Both performed better than the Conformer baseline but were equivalent to the DAT approach

O Maybe due to the lack of a strong accent classifier
O Lack of appropriate learning in the gates to capture accent information



Discussion and Analysis - Why Performance Improvements on Unseen Accents (Heting) E

® The model is designed to choose (seen) accent codebooks that best fit the underlying (unseen) accent.
OAnangous to how humans use familiar accents to tackle unfamiliar ones

ODuring inference, the model searches through seen accent codebooks and chooses entries that are most like the unseen accents
in the test instances



Limitations (Heting)

® The codebook size is a hyperparameter that needs to be finetuned for each task.

® Currently employ accent-specific codebooks, one for each accent.
OThis does not scale very well and does not enable sharing of codebook entries across accent codebooks.
Olnstead, we could use a single (large) codebook and use learnable gates to pick a subset of codebook entries corresponding to
the underlying accent of the utterance.

® The proposed joint beam-search leads to a 16% increase in computation time at inference.

® The joint beam-search allows for each utterance at test-time to commit to a single seen accent.
OParts of an utterance might benefit from one seen accent, while other parts of the same utterance might benefit from a
different seen accent.
OSuch a mix-and-match across seen accents is currently not part of the proposed approach.
O Accommodating for such effects might improve the model further



Conclusion (Heting)

® Propose a new end-to-end technique for accented ASR

O Uses accent-specific codebooks and cross-attention to achieve significant performance improvements on seen and unseen
accents at test time.

® Experiment with the Mozilla Common Voice corpus and show detailed ablations over our design choices.

® Empirically analyze whether our codebooks encode information relevant to accents.
OThe effective use of codebooks for accents opens up future avenues to encode non-semantic cues in speech that affect ASR
performance, such as types of noise, dialects, emotion styles of speech, etc.
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