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1. In the Transformer, positional embeddings enable a query and a key to match one another based on their
relative position, rather than based on their content. The positional embedding is a d,, ;jo]-dimensional
vector whose (2i)'" and (2i)** elements, at time ¢, are:
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These are then added to the query and key prior to computing attention, thus
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where the matrices WiQ and WkK each are of dimension dyodel X d-

Consider the matrix A = WK WiQ’T. All parts of this problem will ask you to calculate input-output
relations of the Attention operation by thinking about the values of the following submatrix:
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(a) (1 point) What should be the values of A(g;:2i41),(2j:2j+1) S0 that the attention, o ;, is maximized
when the time alignment of the key (the time index 7 of vector k™) precedes the time index of the
query (time index t of vector ¢*) by exactly T time steps (1 =t —T)?

(b) (1 point) Suppose that you require a less-precise time alignment. Suppose that you want the
attention to be maximized when ¢t — 7 € [T - g,T—i— g], i.e., the separation between 7 and ¢
should be T + g. This can be accomplished by starting with the A matrix you computed in part
(a), and then zeroing some of its elements. Which elements of A should be zeroed so that a,; is
maximum for an t — 7 € [T — g,T-i- g]?

(¢) (1 point) The previous parts have considered a head that cares about relative position. In this part,
instead, consider a head that only cares whether or not a query and key have the same content.
Suppose, for example, that for this head, A is the identity matrix. Then, assuming that |k7| = 1
and |¢!| = 1, the inner product k™ A¢hT = k7¢"7T is maximized if k7 = ¢*.



Suppose that k7 = ¢* and A is the identity matrix, but we also have to consider the contribution
of the positional embeddings. Let’s define ¢ and k to be the position-enhanced embeddings, thus
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k3; = k3; +e3;
What are the mean and variance of the inner product l;;T(jt’T, assuming that k™ = ¢, |[k7| = 1 and
lg'l =17
Hint: what are the mean and variance of sin asin 3 if o and 3 are each independent random variables
uniformly distributed between 0 and 27?7 What are the mean and variance of kZ,eb; if k7, is a zero-

mean, unit-variance random variable independent of eb,? How many such terms are added together
in order to compute the inner product k7g>7?
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