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CTC Forward Algorithm: Schematic
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In order for the neural net to generate a particular label at a
particular frame,

If label ls is a blank, then the preceding frame must be blank
or non-blank.

If label ls is non-blank, then it could be preceded by (1) a
repetition of itself, or (2) a preceding blank, or (2) the
preceding non-blank.



Algorithm Equation, and Definition of its Variables

The neural net is trained to maximize p(l|x), which is computed as

p(l|x) = αT (|l′|) + αT (|l′| − 1)

where

αt(s) =

{
(αt−1(s) + αt−1(s − 1)) y tl′s l′s−2 = l′s

(αt−1(s) + αt−1(s − 1) + αt−1(s − 2)) y tl′s otherwise

l = output label sequence, x =input audio frame sequence,
l′ = output labels with one blank inserted between each pair
of characters, e.g., “-,c,-,a,-,t,-”.

αt(s) = p(l′1:s |x1:t) = probability of the first s labels, l′1:s ,
being the correct output for the first t frames, x1:t .

y tl′s = p(l′s |xt) = probability the neural net computes locally for

label l′s in frame t.



Algorithm Equation: One step of the derivation

First, start by defining more precisely what it means that αt(s) =
probability of the first s labels occurring during the first t frames.
Let’s define

αt(s) = P(l′1:s |x1:t)

where l′1:s is the labels up through the sth label, and x1:t is audio
up through the tth frame. Then

αt(s) =
(
P(l′1:(s−1)|x1:(t−1)) + P(l′1:s |x1:(t−1))

)
P(ls |xt)

= (αt−1(s − i) + αt−1(s)) y tl′s .

The two terms inside the parentheses are because the previous
label could be different (s − 1), or the current label might be a
repetition of the previous label (s).


