
Last lecture

Random Variables (RV)
• Probability Mass Function (pmf)
• Mean and Variance (Ch 2.2) 



Agenda

Random Variables (RV)
• Mean and Variance (Ch 2.2) 

Conditional Probability (Ch 2.3)
• Motivation
• Examples
• Solver

Law of Total Probability (Ch 2.10)



Variance and Standard Deviation

Mean is important… but not complete enough
• Variance 𝑉𝑎𝑟(𝑋) is how PMF spreads apart from 𝜇𝑋

• 𝑉𝑎𝑟 𝑋 ≜ 𝐸 𝑋 − 𝜇𝑥
2 = 𝐸 𝑋2 − 𝐸 𝑋 2
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unit ? e.g.
m if X = m.



Variance and Standard Deviation

Standard deviation 𝜎𝑋 ≜ 𝑉𝑎𝑟(𝑋) ;  𝑉𝑎𝑟 𝑋 = 𝜎𝑋
2

𝜎𝑋 is of the same unit as 𝑋

 𝑉𝑎𝑟 𝑋 + 𝑐 =

 𝑉𝑎𝑟 𝑎𝑋 + 𝑐 =

2𝑋 vs 𝑋 + 𝑋
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Y= X+ c Var(Y) = EILY-ELYS)]
z

↓ E[(X+C)] = EEX]+C
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= E[[(X+- lE[X] +X)]3]

Var(2X) = 2 Var(X) = 4 Vari

Var (X ,+Xy = El (X 1 + Xc - Mx , -Mxz)2]
=

E[[(X , -Mx , ) + (x2 -Mxz)]2]
= Var(X1) + Var(Xz) = 2 Var(x)



Standardized RV

For any RV 𝑋
• 𝑋−𝜇𝑋

𝜎𝑋
 is a                          RV – Mean 0, variance 1
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Mx ETf(x1]f (ETX])Mean
↓

a EIX] + C.IElax +CJEVar(aX+ c) = a= Var (x)Var(X)

Var (X+Y) = VarX + VarY
7

#X, Y are independent.
-



Conditional Probability



Motivation

The probability of 𝐵 happens given 𝐴 happens
• 𝑃( pair of socks are same color ) given 𝑆1 = 𝐵
• 𝑃 𝐼 𝑤𝑖𝑛 𝑇𝑒𝑥𝑎𝑠 𝐻𝑜𝑙𝑑′𝑒𝑚  given 𝑋 = 𝐴𝑐𝑒 + 𝐴𝑐𝑒
• 𝑃(𝐼 𝑝𝑎𝑠𝑠 313) given I skip HW1…

Why do we need conditional probability?
• Analyze the relationship between two events
• Find the optimal solution to make an event probable

-
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Examples

3 doors problem
• 3 closed doors – 1 leads to a car, the others lead to goats
• After you choose one, the host will open a “Fail” door
• Should you change the door?
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Examples

• Never change
• 𝑃 𝑊|𝑋1 = 𝐶 =
• 𝑃 𝑊 𝑋1 = 𝐺 =

• Change
• 𝑃 𝑊 𝑋1 = 𝐶 =
• 𝑃 𝑊 𝑋1 = 𝐺 =

• What if there are 4 doors… 2 cars and 2 goats?
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ICIhanging. 50%

S Change.
P(W/X1 =G) = 100%

S ↑ (w/X , =c) = 50%
P(Xi=C)

↑p(w, Xi
=G) = 1 x *=

75% +
p(W , X =

= 2) = 50% x* = 25%



Conditional Probability

𝑃(𝐵|𝐴) = ቊ

Roll two dice, 𝐴 = sum is 6; 𝐵 = numbers are not equal
 𝑃 𝐵 =?  𝑃 𝐵 𝐴 =?  𝑃 𝐵𝑐 𝐴 =?

#AB if PCA
-= undefined if P(A)=0

.


