Last lecture

Gaussian (normal) Distribution (Ch 3.6.2)
e Example

The Central Limit Theorem and Gaussian Approximation (Ch 3.6.3)
e Definition
* CDF Approximation
e Examples



Agenda

The Central Limit Theorem and Gaussian Approximation (Ch 3.6.3)
 Examples

ML estimation for continuous RVs (Ch 3.7)
e Definition
 Examples

Functions of a random variable (Ch 3.8)
* Find CDF/ PDF of g(X) (Ch 3.8.1)



Example

X ~ Bin(n = 1000, p = 0.5), Using Gaussian approximation, find
Kst. P{X>K}=0.01 =Q(2.325)

* Uy = ,0x =+/np(1 —p) =250 ~ 15.8

« P{IX>K}=

* Whatifn =10000007?



Example

X

We want to estimate p with p = -

* Find P{|p —p| < é}intermsofn,p, §, and ®

» Find 6 w/ 99% confidence if p = 0.5, n = 1000. Given that
®(2.58) ~ 0.995

* Whatifp =0.17



ML estimation



Definition

Recall for discrete RV X, given observation u, ML is to find 6
maximizing pg (u)
* But for continuous RV, pg(u) = 0
* Instead, ML maximize fg(u) because
* fo(w) z%P{u—§<X <u+§}

* Oy (W) 2 argmaxy fo(w)



Example

T ~ Exp(A) where A is unknown. We want to estimate A with
observation t

« fr(t) =

afr(t)
i 0

 Extrema happens at



Example

X ~ Uni(|0, b]) where b is unknown. We want to estimate b with
observation u

c fx(uw) =

 Extrema happens at



Functions of a random variable



Find CDF/ PDF of g(X)

Motivation — | know X follows some distribution
* butwhataboutY = g(X)?

1. Scope the problem - Find of X and Y, are they
continuous or discrete?

2. Find Fy(c¢) from integrating fyx (x) over {x: g(x) < c}
* IfY isdiscrete, normally we can find pmf py(¢)

3. Getfy =Fy'



Examples

RV X follows fy(u) =

1. Fyz

2. P{IX<c}=

3. fr(c)=

1.

Find support and continuity

2. FY(C) — fx:f(x)SCfX(x)dx
3. fr=F'
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foru € R.Y = X%.Find fy, uy and oy
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