
Last lecture

Poisson process (Ch 3.5)
• Motivation
• Bernoulli process to Poisson process
• Definition
• Properties



Agenda

Gaussian (normal) Distribution (Ch 3.6.2)
• Motivation and Definition
• Examples

The Central Limit Theorem and Gaussian Approximation (Ch 3.6.3)
• Definition
• CDF Approximation
• Examples



Gaussian (Normal) Distribution



Definition

A normal distribution is defined by 𝜇𝑋 and 𝜎𝑋
2, Let 𝑋 ∼ 𝑁(𝜇, 𝜎2)

• 𝑓 𝑥 =
1

2𝜋𝜎2
exp(−

𝑥−𝜇 2

2𝜎2 )

• Usage – model “Sum of many small independent events”
• E.g. Sum of many binomial distributions 



Standard normal distribution

𝑋 ∼ 𝑁 𝜇 = 0, 𝜎2 = 1 ∼ 𝑁(0,1)

• Φ 𝑢 ≜ 𝐹𝑋 𝑢 =

• 𝑄 𝑢 = 1 − Φ(𝑢)

• Pre-computed tables!

𝑓 𝑥 =
1

2𝜋𝜎2
exp(−

𝑥 − 𝜇 2

2𝜎2
)



𝚽 and 𝑸 tables

⋮

⋮



Scaling the Gaussian RV

𝑋 ∼ 𝑁 𝜇 = 0, 𝜎2 = 1 ∼ 𝑁(0,1)

• 𝑌 = 𝜎𝑋 + 𝜇

• 𝑓𝑌 𝑦 =

𝑓 𝑢 =
1

2𝜋
exp(−

𝑢2

2
)



Examples

Given Φ 𝑢 ≜ 𝐹𝑋 𝑢  and 𝑄 𝑢 = 1 − Φ(𝑢) for 𝑋 ∼ 𝑁(0,1)
• Let 𝑌 = 𝑁(𝜇 = 10, 𝜎2 = 16)
• Find 𝑃{𝑌 > 15}, 𝑃{𝑌 ≤ 5}, 𝑃{𝑌2 ≥ 400} and 𝑃{𝑌 = 2} in 

terms of Φ or 𝑄



Examples

Suppose 𝜇𝑋 = 10 and 𝜎𝑋
2 = 3. Compute 𝑃{𝑋 < 10 − 3} if

• 𝑋 is a Gaussian RV in terms of 𝑄
• 𝑋 is a uniform RV

(Hint: 10 − 3 ≈ 8.27)



Central Limit Theorem and Gaussian Approximation



Central Limit Theorem (CLT)

If many independent random variables are added together, and if 
each of them is small in magnitude compared to the sum, then 
the sum 𝑋 has an approximately Gaussian distribution ෨𝑋.

• 𝑃 𝑋 ≤ 𝑣 ≈ 𝑃{ ෨𝑋 ≤ 𝑣}
• E.g., 𝑋 ∼ 𝐵𝑖𝑛𝑜𝑚𝑖𝑎𝑙(𝑛, 𝑝) when 𝑛𝑝 and 𝑛(1 − 𝑝) are not small

• 𝑛, 𝑝 = (10, 0.2)
• 𝜇𝑋 =
• 𝜎𝑋

2 =

• What if 𝑛𝑝 is small?



Gaussian Approximation - 1

Approximate 𝑋 ∼ 𝐵𝑖𝑛(10, 0.2) with ෨𝑋 ∼ 𝑁(2, 1.6)
• 𝐹𝑋 2 = 𝐹𝑋 2.1 = 𝐹𝑋(2.9)
• 𝐹 ෨𝑋 2 ≠ 𝐹 ෨𝑋(2.9)
• How should we approximate?

• 𝑃 𝑋 ≤ 𝑘 ≈
• 𝑃 𝑋 < 𝑘 ≈
• 𝑃 𝑋 ≥ 𝑘 ≈
• 𝑃 𝑋 > 𝑘 ≈
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