LECTORE 14 ( March 4*)

TODAY ProPe,Y{:l'es of QMA b Evvor Reduction

RECAP QMA  Lis in QMA if 3 poly-size vnform qpantom civeutt family Vi, 7, (\/e_n'fu'er) sik.

poly ()

xeL = 3 proof Im?> & 10,13 , 'E[V accepts lx>ln>] z Ccomrlttcncss)

poly (1)

z
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1¢ L = ¥ proofs Im> € 10,3 , PV accepts O] < %— (soundhess)

If the proof Im> s classical (ie. a com}:wta{—ibnal busic ~tate) the class is QCMA

POVM A POVM ™ .M, s ¢ set of operators satisfying

k
M;Z0 and 2M; =1

(]

P { Measuring ™ gpevator on mY) = T [M mXxd] = &Ml

A special case of POM {M,1-M? — Note that they som o T

Any eigenvector VY of M with ej'grenvalue 2
is also an e('genvecb{ of I-M with eigenvaluc L-D

So, One can diagonali%e M and I-M in the same basis
M = %m I Xv]
Theh I-M ~ tZ'Cl—)i)\\);)(\)i\
Naimark’s Dilation Theovem Echj POVM can be exPres:ecl as g Frojecﬁvc measyrement

(ie. projection on sobspaces) on a system ¥ensored
Wih  some ancillary space .

For instance Meaore ) wih POVM I M, T-Mj
i1'g
Measpre [ ®10%) \rth projectors {Fl,ﬂo}’ where

M= 1xX1®T measwes i the 15° gobit is 1 o7 D
10 = |oXol @ I

let us vevist GMA and veframe the ?voblem of dccl'nding H an n‘n}auf is in a QMA
langruage n  4erms o\f POVM s
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QMA and POVMs e (2] o
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verdier
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For e_mm})le, IP[Vtvlﬁef accefrts ™ on mPu—l' «] = “ _,TJ_ UU-“N(D )n

<nI<W\n>
M, = POVM element
= —I?[Mllw)(‘lﬂ] = <nIM |7r>

Suppose that Mexlin wanted Arther to accept
What would be the best oncf [Tr> for Merlin 4o chocse 7

® [ Venfier accepts 2] = <M |
S0, 4o maximize choase |TO= argmox £ T IM, [T »
If s?e_c’cfal decomPo.c}Hon of M, = 7 % 1 X; )
Then , choste |5 = max eigm»/n_ctor |v*)

Then, P[ Vox! accepts ] = mox elgenvalue =A*

lemma [ Tf L& @QMA, then 9 effilent POVM M, st

f XeL = max. eigenvalve of M, 2 Z

fx¢ L D max. e_igcn\/q)ue of ™M, £ Y

. ‘ poly(n) poly(n)
Cinee moax elgenvalue of 2 X 2

his im))\l'es that

poly(n) ,.

matrix canh be wm?u%ec{ h 2 time

QMA & EXP

In fact , QMA S PSPACE ac well (exercise)



Evror Reduction I QMA Recall that ervor of BQP algorﬂhm can be made exPonenb'al)y Smal)

This also means thal exact error thveshold does not motter C?’- Vs ahy constant 2L_+£)

Heve , We will show an ahq|ogous vesot for QMA

lemma] If L€ QMA, then 3 quanim venfier N sd.

) Also works for

Classiig| proofs

if xeL = 3 1M st. PIVK accepts 7] » (-2

] < 2—-90*)

if xgl = ¥u Pl
@i The idea is as }oefore : the mc{,m;-by trick

If Vad Is « verfﬁer with error 1

(onsidev @ hew verifier that takes k= D(n) (opies of the ?roof- Im

() A 2
Vold — ' w
|ani\h)f l
|'N> — \’ 2 32_ .
| | o\c\} Take quofnfy ovtcome
. copies —
iy i
v, -
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Let os call this new verrfier V and say that [T has rn=}>oly(n) qlulaﬂ:s
Then, if k6L = 3 proof M et P [ Vi aceepls m)m]
= P| MAT(2,,...2¢) =1]

Note thab smce P s a Product state , 2, ....2¢ are ihdcpenden{: {o,13 random

variables with E[ 2] > 7

k - 8(k —BM)
So, [P{ i& > 0-51 k] =1-2 = |- Z_GU\ (Comfle-l;ehess holds )



What aboot souvndness ?

We want 40 avgve that
f xgL = ¥all proof |ﬂ>6(CGI‘)®m)®‘: PL Ve eeepts 1T | < 2707
I |T2= Bk , then P [ V) outputs 2,...% on |7r7®k]
- “FI: P Vye ) outputs 2, on lw?]

so distribution of each bit z; is independent
and we also know that ]PEZ‘--J] 59‘5 aqu‘yf

so, E[#%'s that ge 1 ) <h

ahd hence the ]P[mqj Czl___ah) =1 'J - Z_-BLh)

‘he same qlso wotks f 1T = lm)e —--® |, becayse bits are still
'thde’:e_ndent- (a\Jd\Ough not ud)

Tn the genevol case ,the Sobblety is that Merdin covld cheat
and not pive he Venfier a product stak

Tn this cace It Is not obviovs the ma)oﬂb/ qvgomEhi- groes ’Hvro!g},
Since the teasovement ouvttomes are not ihdependent

In fack, we ave goihg 40 chow that eh’cungied onofs arve only worse

D analyae this, et ™M be the POVM element Cowes?ondl'ng' to
1 : 2. YD
V) accq)ts Q. piven Procf- |‘n>€.@,’ )®

o\d
M, =I-M, be POVM element cowei}aondl'ng’ o rect
' 3 k'
“Then, gi\lcn a Posszbl)i entahg)ed F‘foof [ €€ )@)m 5

P [V(x) Produce,c 0 vtome Z:J_,._-.-zk]

(T MyoM, ... oM [Ty

1

let o decompose M, = 2 xIXil and M, = () 1iXdd
wheve i awe the e{penvectovs ( Note that 1> is hot a Standard dass vectry)

Let us dende ;) =

L

and Mo = 1-A; P Nobes 2y, +; = 1



“Then, P[V&) measores z,,.. 2]

T (Ea wade( ) - ()T

= LT & w, A, o Mz [ XEGLITUY
b--Lg 1HE 2/C2 !

- z . )f_“z‘ ‘)[2‘.7;2_ --- ’XCK:?& <TH|-.- LKXL“._--.l‘K l_ﬂ->

A 7y

= 5 '7‘6.,2. >C\<.%|< [<7T“‘"_i‘°7'1

Let oc defie @ new POVM O = § li,....(,OF

—n:\en, dhove = ch >‘£,%, )dgl‘élk r [D Measuves {;L""':K on QW>]
-l

\We make one move observation

2 N2,

- N
.- €fo 1}k ' K, &
= (g 7‘1'.“2.) (E,_?""L,z:—) o (Ell?ik'%h) -t

Thos, piven @ fixed (,...{ this also forms « PYobabl'h'f} drstnbution

Overall one an write |

i [ Vx) OutPu:ts 7_,,__2,(] = Z [F{O ootpubs C,._-.iKJ -I[)[a,___.ak 1C i )
",.-.l'k on |Tf>

“Thus, we can think of the distnbution of 2.2 as follows

® First sqrnflc hidden varighles ¢,....;, by measring T with O
This distnbution c\erends on |77

Call this distnbubon Pio

® gamf\e 2y Con ditioned, on Ll where EC%‘__-_%K I0,...C ] ove Sixed
and dont dere,nd on |T)

Now, P[tgj(2...2)-1] = Ei.---ikdﬁn [ F[mq‘(z.---ﬁ?‘—l | Lﬁ]]

.
this nomper does not
dﬁf‘and oh Which ITT? We choose



What [TT) do we chooe 40 maximize thic PYDMMEy ¢

choose.  the outer distribotion P 4o be the one which ]DuJ:s all the weight
on he lavgesL value

In other WDYAS, Pl'[{‘) ( L“____ d:) = 1 f()r Some ’f‘l\ﬂed I:,‘.___L'k*
2.
Recall that  Pprs (Lo )= KTt

We Can see that His means that the proof T = lL‘l“,n--C\:?
="V @ - i

Thus, the marnmum SHccess onba)nili‘k)/ is achlieved \When Mevlin pives

a iensor Frodvc{' proof and . aJqudy sagw that n Hhis case
P(maj =1) s 2781 <o e arve done

Amplification with a single copy of the proof

One cuvious a3}>ed: of the Pfoof above is that the sae of the proof icreases by o factor
of the nomber of vepetitions since Merlin neecs 4o provide K-copies of +he proof

Thic issve does hot arice If +the Proof was dassial since Arthor can make CO}DI'QS of the /broof
but if the proof was quantym, Arthor cannot make copes because gft the No-clonihg theoren

Is there 0 way to arnPh:ﬁ/ u_cing Q g'ngle copy of the proef 7

Theovem | Single copy of proof suffices for exrvor redvction jn QMA

(qui ott- Watvous)

What can we do with a single copy of +he proof 7

A= The output bit e classical and cah be copl'ed

Im>—) Vo

1= —

Can we just von the cirwit again? For instance,

1T — o} |=n) Not at al| clear what this circort would do

o | Ve VGO : \ A

=} \  — ghe the jcﬂfst measvremen derhroys the
proof



How Obout uncomfu—l—fngf first 7

VGx)

_0(”'

1 ——  If the final state at ® is close o

.‘—
V) — > 0% we could Yermt

o Ag’ain not of all clegr why this would
be the case because of the inttrimediate
measvyement

The Maviott- Watrous algon'#\m chows thet the state at (D could somehow be reused

In Farb'cular) Mawiott & \Nobrous showed 4hat +the ]%llowing a(gorf‘l:hm wWo7ks

1o )=]

0 m)—-l-

V(x)

—a—
V6 Fl—a Repeat poly(h) times

Measvre f
oll ahallee ave 10°X0% ov mnot

\

classical bre

@ Comyu’:e some —ﬁ)nch'on oj— all clagewal ou'qm‘r bitr 4o comPute the answer

NEXT TIME Marriott - Watrous Algon"ﬁ'lm




