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What are some sources of 
performance overheads?
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Two Types of Network Workloads

• Bulk Transfer
• Large files (HDFS)

• Message-oriented
• Short connections or small messages 

(HTTP, RPCs, DB, key-value stores, etc)



Two Types of Network Workloads

• Bulk Transfer
• Large files (HDFS)
• A half CPU core can saturate 10Gbps link

• Message-oriented
• Short connections or small messages 

(HTTP, RPCs, DB, key-value stores, etc)
• CPU-intensive
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MegaPipe Design

Focus: low-overhead and multi-core scalability.



MegaPipe: Overview



Key Primitives



How channels help?
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3. Light-weight Sockets
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Evaluation: nginx



Conclusion



Your thoughts?

• What did you like about the paper?

• What are some of its limitations?

• What other sources of performance overhead remain? 


