CS 598CSC: Topics in Graph Algorithms Lecture date: 09/19/2024
Instructor: Chandra Chekuri Scribe: CC

1 Well-linked Sets and connections to Expansion and Treewidth

Recall that an a-expander for some parameter o > 0 is a graph G = (V, E) such that for all sets
S C V with |S| < |V|/2, |6(S)| > «|S|. This is a cut-condition. What does this imply? Suppose
A, B are two disjoint sets of vertices of equal size, that is |A| = |B|. Clearly |A|,|B| < |V]/2.

Definition 1. Let A, B be two disjoint sets of equal seize. An A-B linkage is a set of |A| edge-
disjoint paths such that each vertex in AU B is the end-point of exactly one of the paths. We say
that A and B are linked in G if they there is an A-B linkage. We say that an A-B linkage is
fractional if there is a flow in G with that satisfies demand of 1 on each vertex in A and a demand
of —1 on each vertex of B (note that this is single-commodity flow). We say that A, B are a-linked
for some parameter « if there is a flow in G that satisfies the demand of o on each end point in A
and a demand of —a on each vertex of B.
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Figure 1: A, B linkage in a grid where A is shown in blue and B in green. The paths are shown in
red. On the left the paths are edge-disjoint and on the right they are node-disjoint.

We claim the following.

Claim 1. Suppose G is an a-expander with o > 1. Then there is an A-B linkage in G for every
pair of disjoint equal sized sets A, B.

Proof. To check if there are the desired edge-disjoint paths, we can create a flow problem by adding
two new vertices s,t, connecting s to vertices in A with an edges of capacity 1, and connecting
vertices in B to ¢t with edges of capacity 1, and finding an s-t maxflow. Let H = (V U {s,t}, Ep)
be this new graph. If there is an s-t flow of value k£ in H then these correspond to the desired
paths (why?). Suppose the flow is strictly less than k. Then by maxflow-mincut theorem there is
aset S’ C Vi with s € S,t ¢ S” such that [6(S")| < k. Let S — s be the set of vertices in G. It



is not difficult to see that [0y (S")| = [0¢(S)| +|AN(V —S)| +|BNS|. This implies that S # ()
for if it were then |A N (V — S)| = k. Similarly V — S # (. Suppose |S| < |V — S| (the smaller
side). Then by expansion guarantee, [0g(S)| > |S| which implies that [0g(S)| > |A N S| but then
105 (S| = [0a(S)|+ AN (V =S|+ |BNS| > |ANS|+|AN(V —8)| > k contradiction our
assumption on the s-t mincut. Similar reasoning applies if |V — S| < |S]. [

One can scale capacities or directly prove the following corollary.

Corollary 2. Suppose G = (V, E) is an a-expander. Then if A, B are disjoint vertex sets with
|A| = |B| then A, B are a-linked.

Interestingly the converse is also true.

Claim 3. Suppose G = (V, E) is a graph and for any two disjoint sets A, B of equal size, A, B are
a-linked. Then G is an a-expander.

Proof. Let S C V with [S| < |V]|/2. Let T C V — S be an arbitrary set with |T'| = |S|, then
|S| = |T'| and S, T are disjoint. If S, T are a-linked then we cannot have |6 (S)| < «a|S| due to the
maxflow-mincut theorem. |

Remark 4. We do not have to insists on A, B being disjoint. If they are not disjoint and allow
each vertex in AN B to connect to itself via an empty path then it is the same as asking A — B and
B — A to be linked. Thus, in some settings the definitions only require A, B to be of same size. We
kept the disjointness explicit to make it easier to understand and visualize.

Definition 2. Let G = (V,E) be a graph. A set X is a-well-linked in G (we use well-linked if
a=1) if for any two A, B C X with |A| = |B|, the sets A, B are a-linked.

The following lemma can be shown in a similar fashon as the previous ones and we leave its
formal proof as an expander.

Lemma 5. A set X CV is a-well-linked in G iff for any set S C V, [6¢(S)| > amin(|SNX|,|SN
(V= X)])-

Corollary 6. A graph G = (V, E) is an a-expander iff V is a-well-linked in G.

Thus, the notion of well-linked sets extends the definition of expansion to subsets of the graph
and this is very useful in a number of settings. For instance a \/n x \/n grid is a planar graph with
n vertices. It has a bisection with O(y/n) edges hence it is at best a 1//n-expander (which in fact
it is). It has a well-linked set of size Q(y/n).

Remark 7. A star on n vertices is an expander and has a well-linked set of size |V| which may
seem strange but this is an artificat of the fact that the degree of the center vertex is very large.
This artifact disappears if we ask for constant degree graphs or if we insist on node well-linkedness
which we do in the discussion on treewidth.



Figure 2: A y/n x y/n grid has a well-linkset set of size \/n. Take the vertices on the bottom row
and verify that it is well-linked.

1.1 Weighted well-linked sets and conductance

We can define well-linkedness with respect to weights on the vertices. Recall that had considered
product multicommodity flows during the discussion on sparsest cut. We can define weighted
notion of well-linked sets. Instead of using linkages which is clunky in this setting, we use the cut
definition.

Definition 3. Let 7 : X — Q4 be non-negative weights on X C V. We say that X is m-weighted
well-linked in in G if for any S C V, [6g(S)| > min(7(SNX),7(SN(V — X))).

Remark 8. Typically it is assumed that w(v) < em(V) for some constant ¢ < 1 (say ¢ = 1/3).
That is, no single vertex is too heavy compared to the total weight.

Note that if m(v) = 1 for all v € X we get back the definition of well-linkedness. If 7(v) = deg(v)
for each v € V we obtain the definition of conductance. What does this weighted definition mean
in terms of linkages? One useful way to think about 7 being integer valued. In this case we replace
each vertex with weight 7(v) with a clump of 7(v) vertices connected to v (say in a star like fashion)

and use these as new vertices Y. Essentially X being m-weighted well-linked is the same as Y being
well-linked.

1.2 Node capacitated linkages and treewidth

We can generalize the notion of linkages to require node-disjoint paths instead of edge-disjoint
paths. In graph theory literature on treewidth, the notion of linkages is defined primarily via node-
disjoint paths. We will not use treewidth very much in this course and hence we overload edge
and node well-linked notations. We also skip the definition of a-linkage for now. The definition is
basically the same where we want flow with node capacities rather than edge capacities.

Definition 4. Let A, B be two disjoint sets of equal seize. An A-B linkage is a set of node-disjoint
paths |A| paths such that each vertex in AU B is the end-point of exactly one of the paths. We say
that A and B are linked in G if they there is an A, B linkage.

The notion of well-linked sets naturally generalizes.



Definition 5. Let G = (V,E) be a graph. A set X is a-well-linked in G (we use well-linked if
a=1) if for any two A, B C X with |A| = |B|, the sets A, B are a-linked.

If X is node-well-linked in a graph then X cannot have a sparse node separators. More precisely,
if S separates G — S into components and S does not have any vertices of X then no component
of G — S can have more than |S| vertices of X.

Node-well-linkedness is connected to vertex-expanders. Sometimes people do not distinguish
between these two notions too much in the expansion literature because of the following fact: if
G is an a-edge-expander with maximum degree d then G is also («/d)-vertex-expander. Thus,
if one is working with constant degree graphs the two notions are not very far. However, consider
the star graph. One can see that it is an edge-expander but it is very far from being a vertex
expander. In fact the largest node-well-linked set in a star is of size 2. In contrast, if you consider
the /n X /n grid then it has a node-well-linked set of size Q(y/n). You should verify this. In fact,
no planar graph on n vertices can have a node-well-linked set of size more than ¢y/n for some fixed
constant c.

Treewidth is an important graph parameter. See https://en.wikipedia.org/wiki/Treewidth
and pointers. What is the connection between treewidth and well-linked sets?

Fact 1. Let k be the cardinality of the largest node-well-linked set in a graph G. Then k <
treewidth(G) < 4k.

Thus, well-linked sets are closely connected to treewidth and in fact most algorithmic approaches
to computing treewidth are based on algorithms for sparse node separator computations.

2 Expander Decomposition and Well-linked Decomposition

In this section we will prove a simple but important theorem/lemma about decomposing a graph
into smaller graphs such that each small graph has good expansion/conductance. The reason for
this is that in several settings, the poperties of expanders allow us to obtain good algorithms. If
the original graph is an expander we don’t have to do anything but what if it is not. In expander
decomposition we wish to remove as few edges as possible such that the graph decomposes into
expanders. The question is the tradeoff between the number of edges that we remove and the
expansion that we can guarantee for the pieces. Technically the process works with conductance
but we use the terminology of expander decomposition for historical reasons.

Since one is often interested in finding fast algorithms for expander decomposition it is common
to explore tradeoffs between the quality of the conductance of the pieces and the number of edges.

Definition 6. A (¢, €)-expander decomposition of a (connected) graph G = (V, E) is a decomposi-
tion of G into vertex induced subgraphs G1 = G[V1], Gy = G[Va], ..., G[V}] such that (i) the number
of intercluster edges, that is, 3 >;|0(V;)| is at most em and (ii) the conductance ¢; of each G; is
at least ¢.

Theorem 9. Let G = (V, E) be a graph and ¢ € (0,1) be a parameter. Suppose there is an -
approximation for the UNIFORM SPARSEST CUT problem. Then there is an efficient algorithm that
outputs an (Q(@),C)—ezpander decomposition of G.


https://en.wikipedia.org/wiki/Treewidth

Remark 10. If we do not care about efficiency we can set o« = 1. In particular the theorem
guarantees that the decomposed pieces have conductance (1/logm) while cutting only a constant
fraction of the edges. This tradeoff is tight as shown by the hypercube [AALGI17.

We will prove the theorem using a simple algorithm. Since we use a recursive algorithm and
the size of the graph changes, we will use M to denote the number of edges in the initial graph
which does not change through out the algorithm.

ExpanderDecomposition(G, ¢)

1. Assume G is connected (otherwise use algorithm on each connected piece).
If |[E(G)| < (10log M)/c return G

2. Use a-approximation algorithm for conductance to find sparsest cut (S,V — S). Let ¢/ =
|0¢(S)]/ min{vol(S), vol(V — S)} be its sparsity

3. If ¢ > ¢/(101log M) output G

4. Else recurse on G[S] and G[V — S| with parameter ¢ and return the union of the decomposi-
tions.

Claim 11. The conductance of each cluster output by the algorithm is at least m.

Proof. For the base case, if G is connected and has at most (10log M)/c edges then conductance
of G is at least ¢/(10log M) since at least one edge crosses any cut, and the volume of the smaller
side is at most 10log M.

The other case to verify is when the algorithm return G when the sparsity computed by the
approximation algorithm is good enough. If the a-approximation algorithm outputs a cut (S, V —.S)
with sparsity at least ¢/(10log M). Since we use an approximation algorithm, the actual sparsity
of G cannot be less than ¢/(10alog M). [ ]

We now analyze the total number of edges cut. We do this via a simple recurrence. Let T'(m)
be the total number of edges cut by the algorithm on a graph with m edges. If G is a constant
sized connected graph then the algorithm does not cut any edges. Similarly if G does not have a
sparse cut then it does not cut edges. The algorithm removes edges between S and V — S when
|0(S)] < WVOI(S) where vol(S) < vol(V — S). Let my be the number of edges inside S and
let mg be the number of edges inside V — S and let |§(S)| = m/. We have m; + my < m and
m’ < ¢(2myp+m')/(10log M). From this it follows that m’ < (1 —o(1)) Glogi ™ < Toogm M- We
have m1 < msy since S is the smaller side. Thus we obtain a recurrence

T(m) < T(my)+ T(ma) + min(my, me)

c
4log M
where m; + mg < m. One can verify via induction that that T (m) < e¢m. Here we use the fact
that M is an upper bound on the number of edges through out the recursion.

We can rephrase the theorem in a different form where we want a lower bound on the conduc-
tance of the pieces and express the number of edges cut as a function of that parameter.

Corollary 12. Let G = (V, E) be a graph and ¢ be a parameter. Suppose there is an a-approximation
for the UNIFORM SPARSEST CUT problem. Then there is an efficient algorithm that computes a
(¢,0(cx - ¢ - logm))-expander decomposition.



Note that the number of edges cut is < m only if a -logm - ¢ < 1 so one should think of the
target ¢ as less than 1/(alogm).

Remark 13. The results are phrased in terms of m the number of edges. Capacitated graphs can
be handled by scaling since we do not assume that G is simple. However the dependence on logm
means that when capacities are large we are not guaranteed a strongly polynomial bound. However,
one can handle this issue in various ways depending on the application. In most applications
of expander decomposition it is the case that the total capacity of the edges can be assume to be
polynomially bounded in n and in this case the logm factor is typically replaced with logn.

Fast algorithms for expander decomposition: The computation of expander decompositions
is based on sparsest cut algorithms. Traditionally these algoritms were quite slow. There have
been several developments in the last few years which enabled sparsest cut to be reduced to a
poly-logarithmic number of s-t flows via the so-called cut-matching game [KRV09, [OSVV08] which
in turn enabled faster flow algorithms. There are now near-linear time randomized algorithms for
expander decomposition (with slightly weaker parameters than the ideal one) for the regimes of
interest [SW19]. In some applications the randomized algorithm is not adequate and there has been
considerable effort to obtain deterministic algorithms. Here there are almost-linear time algorithms
— see [CGL™20, [LS21] and pointers. We will see some of these techniques such as the cut-matching
game.

2.1 Well-linked decomposition

As we saw, well-linked sets allow us to generalize the notion of expansion/conductance from the
whole vertex set to subsets of vertices. Similarly one can generalize expander decompositoin to
what is called a well-linked decomposition. This material can be skipped for those who are mainly
interested in expander decomposition.

We need some set up. Let G = (V, E) be a graph. Suppose we have a multicommodity flow
between vertices in V' that is routed in G. Let D(uv) be the flow routed for the unordered pair
uv. For each u € V let w(u) = > ¢y, D(uv) be the total flow from u to some vertex in X.
We would like the terminals/vertices to be m-well-linked, but if they are not we would like to do
a decomposition into vertex induced subgraphs such that they are. And we would like to do it in
such a way that we lose as little amount of the original flow as possible. It is difficult to bound the
total flow lost so we will upper bound it by the total number of edges crossing the partitions.

How is this set up related to expander decomposition that we saw earlier? Consider each edge
uwv € E and send one unit of flow along that edge for the pair uv then we see that 7(u) = deg(u)
for each uw € V.

Theorem 14. Let G = (V,E) be a graph and ¢ € (0,1) be a parameter. Suppose there is an
a-approzimation for the UNIFORM SPARSEST CUT problem. Let m : V. — Ry be a weight vec-
tor induced by a multicommodity flow in G where w(u) is the total flow originating at uw. Then
there is an efficient algorithm that decomposes G into vertex induced subgraphs G1 = G[Vi], Gy =
GVal,...,G[Vp] such that (i) the number of intercluster edges, that is, >, 16(Vi)| < em(V) and
(i1) in each G;, V; is Br'-well-linked where 3 = QG1ogm) and 7'(u) is the total flow incident to u
in G; (that remains from the original flow).




The algorithm and proof is essentially the same as the one for expander decomposition. Let
M = ©(V) to keep it fixed through out the algorithm as before. We use the a-approximation
algorithm on V with weights 7. It outputs a cut (S, V — §) with S the smaller side (in terms of 7
weight). If [0(S)]| > em(S)/(101log M) we output G and we are guaranteed that V' is 7/(10a log M)-
well-linked in G since we used an a-approximation algorithm. Otherwise we remove the edges in
d(S) and recurse on G[S] and G[V — S| after throwing out all the flow that is lost by the edges in
d(S). The recursion analysis is the same as before we can guarantee that the total number of edges
cut is at most cm (V).

Remark 15. In routing problems it is more useful to work with the notion of flow-well-linkedness
rather than cut-well-linkedness. Theorems similar to the above can be shown via the known flow-cut
gap results. We refer the reader to [CKS05).

Remark 16. The notion of well-linked decomposition can be generalized to node-capacitated setting
naturally. It can also be generalized to directed graphs but one has to work with symmetric demands
|CE15]. Directed graph expander decompositions have found several applications recently in fast
algorithms — see [BGS2()] and subsequent work. Via duality they are related to low diameter
decompositions in directed graphs which have played a key role in recent fast algorithms for shortest
paths with negative lengths.

Bibliographic Remarks: The idea behind expander decomposition is quite simple and was
perhaps implicitly used in various ways but people credit the formal definition to work of Goldreich
and Ron [GRO8] in the context of property testing and to Kannan, Vempala and Vetta [KVV04]
in the context of graph clustering. The notion of well-linked sets comes from the literature on
treewidth and graph minor theory due to Roberston and Seymour — see Diestel’s book on graph
theory [Die24]. These notions were adapted by Chekuri, Khanna and Shepherd in their work on
routing problems [CKS05] and they developed the notion of well-linked decompositions which have
been useful not only in algorithms but also led to results in graph theory [CC16].
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