
Lecture

Streaming algorithms

Also good introduction
to sampling

and estimation algorithms

setting

a set of
objects items

tokens

come in a stream online fashion

er em

4 41

a number term n

Ci is an edge UN in a graph

Ei is a vector point in Rd
Ci is a roo column of a matrix



Ei is a matrix

Assumptions in is large and

unknown Cannot afford to store

all of e em in merely

We have say B space
where

B LC in assume one token
is one unit
for now

What functions of the input
can

we compute

Depends on B and we have

various tradeoff
between

efficiency accuracy etc



Simple but powerful setting

each ei t n
hence a non ng

integer from say large range
0 n

or 1 n

Ex n 1000

stream 5 3 1,1 2 2 10 5 90

Implicity defines a vector FEZ

that starts at
all 0 vector



Each ei adds 1 to vector

Fei

5 3 1 1 2 2 10 5 90

HEHE
1

Frequent moment estimation

Given stream it define I at

the end of the stream

I



Want to estimate compute Kth

frequency moment

Fic fit or ti
ᵗ

it

K O of distinct elements

K m easy

K z Is noun which is very

important as we will see

K D layest coordinate heavy

hitters

K O k 2 K D most important

If we can store all ei or

I then problems are of course



trivial

Question can we compute estimate

with B LC m

Yes with B 8 1

But requires randomization
and

approximation can show that

without either not feasible

with 0 n memory



Reservoir Sampling

Tiven Team er er em with

m unknown Want to have

a uniformly random sample

is 0
Mto

While stream has not ended

m mtl

em current element

with pub
seem

and while

output s



If we want k samples

with replacement
can use above

independently

K samples without replacent

Std med

While stream is not done

Mt Mtl

it in k add em to S

else
with pub km

replace a random elementof

S with em

endwhile
Output S



Ee Prove correctness

See notes to learn
about

weighted sampling



Distinct Element Estimation

Triven streamer Iem
where each ei G n want

to know Fo of distinct
elements seen

Ee 1,1 3 1 1,1 1,3 5,5 5 1,2

4 is of distinct elements

n is large m is large

E An interesting application

Packets through a high speed

internet switch

sec dest content

IP address of source
and destination



128 bits in IN v6

So n is 21h8 technically

How many distinct
source address

Offolution
Can store distinct elements using
a dictionary data structure

K space
where k Fo

K can be very large

K unknown

data structure may not be fast
enough

But we can get exact answer



Can show that one cannot

get 1 E approximation deterministically

with Sub linear space

But with randomization can

get on a 1 E approx estimate

with probability 1 S in

01 lost polylog n space

Howe

An old classical result Jun 1985

based on hashing and refined over

Years

A very recent surprisingly simple
one based on sampling



Hashing based Algorithm

We will assume we have access

to an ideal hash function

h a 0,1

real interval

You can assume that instead of

real internal we are hashing to

m or some large n

DistinctElementsHashing

Tickrandomlashfunction h n oD

ZEN
Whole stream is not done

z min h ei z

Output 1

umber



Memory Only one number

Lemma Suppose X Xu Xp are

independent random variables that

are uniformly distributed in 0,1

Let Y min Xi

Then i E Y

ii Var Y III
Proof let E and be the

edf and pdf of 4

Then it is easy to see that

Fy t 0 t O Fy I 1 31

Fy L 1 i t for tin 0,1



Fy Ll K 1 1

I

E 4 C 1 at 1
I

0

tkli tht

E Y f E k 1 1 dt

KEEN
Varly EID CE

Khan Eden
D



Thus the algorithm
has an

exact estimator f Fo but

variance is too high to get
a good approximation What
does this mean

Lem Supple Fo K

For 1 to be with II of k

we need Z to be within 1
of the value

But if we use Marko or

Chebysher one sees that it

does not work



Variance reduction exact

When we have an estimator
Y for a quantity with true value

α and Var Y is large we

can obtain another estimator Y

sit E Y α and Var Y is

Var Y by averaging

independent
estimation

Claim Let Yi Yu Ya be

independent and let 4 É Yi

E 4 E Yi

and Var Y I E Van Yi



Hence if each Yi's are iid with

mean µ and variance t

then E Y µ and ValY E

How can we apply this to Fo

estimation

We have an exact estimator

µ K Van Z Eeg
Want an estimator Z such

that Pe i e K Z HE K

Say
E E Lo grien



Run basic algorithm h times

independently and in parallel

Let Zi Zi Zh be
the

min values

Let ZZ
Z

Output Y
1

claim E Z

Claim Var Z Entity



Via Chebyshev's inequality

Pelle Eliade

1

Thus it
4

Z E II

1 E IIE K

h 18



Exe To get 1 e approx

with probability 1 8

via chebysher argue that

h r f suffices

Space usage
is h times the

space usage for figle
estimator

Can we do better

Median Trick
Can use only 4 0 In

estimation How



Suppose Y is an estimator

to k Such that

Pe i e Y He k

We can obtain such an

estimator using 01 independed

Values and averaging to reduce

variance and using Chebipher as

above

Let Ye Ya Ye be independent

such estimators

Lemma Let Y median V Ye

Then Pe 1 E KEY 1 2 k 1 8

i



if I or log f
Roof Use Chernoft bounds

ii

iiiii.im

EightIleft

Ai is event that Yi E I

Pe Ai

For Y to be outside
I it must

be that I fall to
the right

if I or I fall to the left if
I



Let Ri be indicato In Yit Iright
Pe Ri

R Ri EERIE

Pe Rs 5ᵗʰ
if latent

Thus

Pe median Y Ye Ingut E

By symmetric argument

Pe median Y Ye In E

Pe median Y Ye I S



Finalat
Given E S

for i 1 to l do

it

fr j 1 to h do

Run DElashing to obtain
Z

i ZitXi

endfor
Xi Xi

Yi

endfor
Output median

Yi Ye



Spase r lost times space

usage of basic
estimator which is

one number

Imarante Output is a 1 E approx

with probabity 1 S

From ideal hashing to actual

hashing

In streaming we are optimizing

space to also need
to look at

Space requirement of hash function



Can use pairwise independent
hash function
no real interval but

can

approximate on by o.tn s 1

hence h n n3 would be ok

still need small tweak to
the

algorithm Since we are using

limited independence



New simple algorithm due to CMD

Ia
Suppose we sample each

element of the stream with

some fixed probability p

Let B be the sample

If m is the length of
the

shearn then

ELIBI pm

IF is an unbiased estimate

of m

moreover by Chernoff
bounds

it E 111 Eln's we can



I

show that is a EE

approx for m with pub 1 8

But we don't want to
estimate

m but want to estimate
Fo

Is there a way
to sample only

distinct elements

How do we choose p so that

If is sufficiently large
but

not too large for
otherwise we

will need to store IBI



We will address first issue

Suppose we maintain a sample

D of the stream

Bed m o

While stream is not done

m Mtl

Cm current element

bBapbp

How do we make B sample only

distinct elements

Trick If em GB remove it

Since we have detector
a duplicate

and then sample the
new element

with pub p



distinct element Sample p

B m o

while stream is not done

Imemtlemanent den

IfemGB.B B Lem

Add em to B with pulp

Output
1B

as estimate
In Fo

Secondue how do we set p

If we set p too low IBI will

be too small to get accurate
estimate If we set p too high



181 will be too large

Key idea is to guess Fo and

reduce p if BI gets too large

dislinelements Sample n E

p 1 Bed med

Cliff for sufficiently
laye C

While stream is notempty do

m Mt

em current item

B B hem

With pub p
add em to B

it IB T

discard each Ci E B

with pub



end while

Output
1B

There The algorithm used

0 left words of memory

and outputs an estimate that

is within II Fo with high

probability




