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Last time, we discussed notions of BDOZ-style authenticated shares and information-theoretic MACs.
We used these concepts to construct a maliciously-secure MPC scheme. The basic idea was to use the
GMW protocol, but to (1) replace all simple XOR shares of values by authenticated shares and (2) replace
XOR-shared AND triples by authentically-shared triples.

Recall that in the two party setting, we defined a BDOZ share of a bit x ∈ {0, 1} as a sharing [x ·
(∆A,∆B , 1)] where ∆A ∈ {0, 1}λ (resp. ∆B ∈ {0, 1}λ) is a global key held by A (resp. B). Recall, we wrote
such shares as {x}. The crucial insight was that because A does not know ∆B (resp. B does not know ∆A),
even a malicious adversary cannot “flip a sharing”, because attempting to do so amounts to guessing ∆B

(resp. ∆A), which is hard because ∆A is random.
Based on this insight, we upgraded the GMW protocol with malicious security by placing authenticated

sharings on every wire of the circuit C. However, our protocol was constructed by assuming access to a
particularly powerful preprocessing functionality. Indeed, we assumed a preprocessing functionality that
performs the following tasks:

• Initialization. Upon initialization, the functionality samples random ∆A,∆B ∈$ {0, 1}λ and then
sends these to A (resp. B).

• Random bits. Upon receiving instructions from both parties, the functionality samples a bit α ∈$

{0, 1}, samples an authenticated sharing {α}, and deals shares to the parties.

• Random triples. Upon receiving instructions from both parties, the functionality samples two bits
α, β ∈$ {0, 1}, samples authenticated sharings {α, β, α · β}, and deals shares to the parties.

This preprocessing functionality was sufficient to achieve MPC, but we have not yet shown how to construct
it.

Remark 1. The above functionality is, in fact, a bit stronger than what researchers often consider. More
typically, a preprocessing functionality will include some combination of the following clarifications:

• If a party is corrupted, then the adversary may choose that party’s randomness on behalf of the function-
ality. In particular, the above functionality generates random sharings, e.g. {r} = [r · (∆A,∆B , 1)] =
(RA, RB) where RA ⊕ RB = r · (∆A,∆B , 1). This clarification on the functionality states that if the
adversary corrupts A (resp. B), then the adversary is allowed to choose RA (resp. RB), and then the
functionality will sample RB (resp. RA) such that the above equality holds. Similarly, the adversary
who corrupts A (resp. B) is allowed to choose ∆A (resp. ∆B).

• The functionality provides an additional “global-key query” interface to the adversary. Namely, a
corrupted A may at any time submit a guess ∆′

B (and vice versa). The functionality tells A whether
or not ∆B = ∆′

B.

Both of the above clarifications weaken the preprocessing functionality. The reasons for weakening the func-
tionality in this way are twofold:
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• First, this weaker functionality is still sufficient to achieve MPC. The ability to choose randomness
does not help the adversary learn the honest party’s randomness, and guessing ∆B is still hard.

• Second, this weaker functionality is easier to achieve. Indeed, the techniques we will study today achieve
this kind of weaker functionality.

Today, our goal will be to start demystifying the above preprocessing functionality in the two-party
setting. This preprocessing functionality will be built in much the same way as in the semi-honest setting:
we will use OT to construct multiplication triples. We will in particular look at two steps:

• How can we upgrade OT with malicious security?

• How can we use malicious OT to construct multiplication triples.

While we will be investigating specific techniques, our emphasis will be on high level concepts; namely, what
tools do we have, in general, for achieving malicious security.

Today, we will not have time to construct the full preprocessing functionality, but we will have time to
achieve its first capaibility — generating authenticated random bits.

Malicious Oblivious Transfer

Recall that we have studied two OT objects: base OT protocols and OT extension [IKNP03]. Today, we
will focus on how to augment OT extension with malicious security.

For base OTs, we will simply state that the parties use the GMW compiler to achieve malicious security.
Namely, they run a semi-honest OT protocol with interleaved ZK proofs. This is sufficient for us for two
reasons:

• First, since we only need a small number of base OTs to bootstrap our way to any secure computation,
we care much less about the performance of these base OTs.

• Second, many malicious OT protocols have similar flavor to indeed invoking the GMW compiler, except
that they use some custom—and hence more efficient—proof technique, rather than employing generic
ZK; see e.g. [CJS14].

As we will see next, the IKNP OT extension protocol we studied previously can also be made maliciously
secure, with low overhead.

Recall that IKNP uses a small number λ of base OTs to generate a large number n of extended OTs. In
particular, recall the technique used base OTs to generate the following secret-shared matrix:

[r ⊗∆]

Here, r ∈ {0, 1}n is the receiver’s string of (random) choice bits, and ∆ is the senders key. This is a tall,
thin matrix which we construct column by column. Recall that each row of the matrix can be understood
as an extended OT. Indeed, if the sender holds Ri ∈ {0, 1}λ, then the receiver must hold:

Ri ⊕ ri∆ =

{
Ri if ri = 0

Ri ⊕∆ otherwise

To achieve true OT, we can use a random oracle to break the correlations, but actually this functionality—
where parties obtain shares related by some global correlation ∆—is in fact exactly what we want. This
form of OT (where all pairs of messages are related by a fixed ∆) is called correlated OT.

The above OT protocol is semi-honest secure, but it is not yet malicious secure, even if the base OTs are
malicious secure. Recall that in each base OT, the parties flip roles. The OT receiver acts as the OT sender,
and she is supposed to send two messages m0,m1 that differ precisely by her choice bits r, i.e. m0⊕m1 = r.
The problem is that there is so far nothing enforcing that the receiver use the same difference r in each base
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OT. Ultimately, a carefully crafted attack will allow a receiver to learn bits about ∆ by simply guessing
them, then observing R’s behavior in some outer protocol.

What is needed is some kind of consistency check by which the OT sender can become convinced that
the OT receiver used the same vector r ∈ {0, 1}n in each of the λ base OTs. We will describe the main ideas
from [KOS15].

Remark 2. In fact, the upgrade we are about to describe contains a very subtle bug that went unnoticed for
almost a decade [Roy22]. However, we will stick with the buggy version because it is notationally simpler and
easier to understand, and the fix is relatively small, and it uses the same main idea; see [KOS15, Roy22] for
more details.

The main tool we will use to upgrade IKNP with malicious security is the ability to take random linear
combinations of messages. This technique is a common and powerful tool that we can use to subvert
malicious adversaries.

In particular, after the parties (supposedly) compute [r⊗∆] = (MS ,MR), the OT sender S sends to the
receiver R a random challenge string χ ∈$ {0, 1}n.

Again, for each row i, if R acted honestly, then it should be that MS
i ⊕MR

i = ri ·∆. Recall that R knows
r and S knows ∆. In short, the parties use the challenge string χ to compute random linear combinations
of information they hold. Namely, R computes and sends to S two values:⊕

i

χi ·MR
i

⊕
i

χi · ri

S checks the following: (⊕
i

χi ·MR
i

)
⊕

(⊕
i

χi ·MS
i

)
=

(⊕
i

χi · ri

)
·∆

If this check fails, then S aborts.
The first insight is that if R is honest, then this check will indeed pass:(⊕

i

χi ·MR
i

)
⊕

(⊕
i

χi ·MS
i

)
=

(⊕
i

χi · (MR
i ⊕MS

i )

)

=

(⊕
i

χi · (ri ·∆)

)

=

(⊕
i

χi · ri

)
·∆

The second insight is that if R tries to cheat and incorrectly guesses some bit of ∆, then the above consistency
check will cause S to abort with probability ≥ 1/2. Indeed, suppose that R corrupts some single row i such
that MR

i ⊕MS
i ̸= ri ·∆. Now, suppose that S asked R to prove that the above equality instead held. This

would involve guessing some bit of ∆, similar to our reasoning about authenticated MACs. If R guesses
wrong, then the check fails, and S aborts. Note that if R does indeed correctly guess a bit of ∆, then they
will not be caught by this consistency check, but also note that they cannot guess all bits of ∆—only some
small number before being caught with high probability—and hence they cannot guess S’s input to the
random oracle.

Similarly, if any invalid corrupted row is included in the above sum check, then S will abort with
probability 1/2.

To achieve overwhelming security for S, we can simply repeat the above consistency check λ times.
There is one small remaining problem, which is that this consistency check introduces a privacy problem

for the receiver. Indeed, each random linear combination leaks one bit of information about the string r.
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The solution here is almost trivial: rather than generating n OTs, the parties instead generate n + λ OTs
and include them all in each consistency check. Once all checks pass, the parties simply discard the last λ
OTs.

Note that this means that we must be careful to generate the random challenge χ randomly. This can
be achieved by parties jointly sampling χ, as we have described previously.

To reiterate, the main idea to upgrade OT extension is to incorporate a consistency check based on
computing random linear combinations of elements.

From OT to Authenticated Bits

Now that we have a correlated OT protocol, we can consider trying to instantiate our preprocessing func-
tionality. Our discussion will follow the preprocessing protocol discussed here [NNOB12]. As a first task,
let’s consider how to sample a random bit {α} = [α · (∆0,∆1, 1)].

To do so, notice that parties can run two instances of correlated OTs such that for each α, A and B run
OT, ultimately resulting in [αA ·∆B ] and [αB ·∆A], where αA,∆A are known to A (resp. for B). Notice that
A can locally extend her share to [αA · (∆A,∆B , 1)] = {αA}, and similarly for B and {αB}. We can define
α = αA ⊕ αB , and the parties can compute {α} = {αA} ⊕ {αB}. Hence, once we have a maliciously-secure
correlated OT protocol, it is easy to obtain authenticated random bits.

Of course, parties should ideally generate such random bits in large batches, to take advantage of OT
extension.

Next Time

We have now seen how to upgrade OT extension with malicious security, and we have seen how to generate
from correlated OT authenticated bits. Next time, we will use our tooling to also obtain authenticated
multiplication triples. Later, we will also see how to use them to obtain a malicious notion of garbled
circuits.
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