LECTURE 7 (September 13%)

Probability Theory Review

Motivation | Randomized A/gorbb‘lms

For the next few weeks, we will look at vandomized alporithms

These ave algorithms wh!'ch,a/:a\/t from doing~ anything a deterministic agmf;‘b‘)m does
also have access 1o q (ibrary functon

Random (k) —> oulputs a uniformly vapdom number in
E 1 {21"""/ k}

We will assume oxlomatically that such a library fonction can be implemented and not worvy
about generating pedfect Tandom numbers

W)-\y would we want 4o do this 7

Foster and Simpler Algodﬂwms

Wovst -case +vuon Bme qf ah alg'dfl"H’UTl = max T(x)

IXl=n

ExamBlc Recall, the Llufcksoff: a{gdn;éhm dots +he -fOHOM/I‘hE’
Given an amy A = [ [ ] 1
e Pick a Fifoi:' P
o Put all elements <p to the left of p ih the array
=p) (vipht)

Worst - case com/olexl'y/ = 4(n*)  for any ample pivot rule
It we Pt'ck the pwot vandomly, then worst-case ex/:ected run-tme 1S OCh-loér n)

Now , we are lookfrzf' at max [E [7(7()]
M=n = over the vandomness used in the alpot rthm

In fact, Olnlog n ) time wHh high Pmbabl‘h:[;)/ for any thput x

so, in prachice , we have an OCnh-log-n) time a(g—aﬁ‘thm



Note : This Is not avevage - Case analysLs

We ae not assuming anything abovt the worst-case input

An ad\IeY_gav)/ who khows the algorﬂhm can F:'ck-l;he_ wovst-case L'hFu{-
But the algonthm generates is own vandomness on the fly

which +he adversary does rot krow

No khown determinishic algorthms

Exarnple Generating™  Frme Numbeys

Oversimplifying, the RSA cryptosystem which forms te packbone of mast
practical encryption is based on the following fact -

» Take. two lavge prmes P and g
° Release n=p.g as the Pubtt'c-ke.y
* Given n one can encrypt the message, but do decrypt, one needs
ts Pn'me fad:mrsI which is believed 4o be g havd task
So, this leads fo the guestion : how co we find larpe prime. humbers 7
L-e.
Given n, find a Pn'me in [n,2n]) in time Foly([ﬂ{(n))

Bertvand's postulate "ﬂPU"(T‘ Sze Of n
g’uqmr\tecs ks existence

Theve (s ho deterministic aIgO'n‘-va khowh +o gcnerate / f/hc( 7>n'mes
bot we can check If a gf\/eh humber & Fn'me or hot

Prime. humber Thearem + T'n'mes th ah Interval of gle n N _N

Iog M

Agorthn  Pick a vandom nomber in [n, Zn]
Acce]m‘r if 1t is anme, ! YeFeat' otherwise,

th i Log"n time algon'nH\m ou179u£s o fn'me, number

Prob abih‘fvy _IFCO{\/

A discrete prababih't;/ space (2, F) has two components :

t]  Sample space J2 This s a non-empty countable et . You can imagne these
as the set qf all things that can Fossibl)/ }a/)})cn



Probability meassre B This is a fonction P:— R sah'sfyl'ng

Plw]> 0 ¥wel ad & PI] =1
WENL

Example o Fay (in fl=3H T P[H]=PIT) =12
e Biased coin L= 30,7}, PLH)=Y3 and PLT) =23
« Fair six-Sided die
* Random card from a deck

Events These are sobsets of J1. In parholar, SingletOn seks w3 are called
e.le_rne,h{:qr/ events or atems . You can think of these as all passib/e
yes-no guestions , you can ask abovt the things that happen.

If' Ec L s an event P its Pfababn‘h:-é)/

Ple] = = P[w] eg. FPl@l =0
wel Pln) =1

Note . we have extended the function [P : o — [0,1] to
a fUnch‘On P Zﬂ'—a [o,1]

Exampk «  Roll two faiv die , one ved and the other bloe

n = {1,2,3/—1,5,6}7<{l, 2-,3,‘1/5,5f

Typieally, we vse boolean logic opevation to dehote combinaton gf- events

E.g. AvB by AvB

Events A and B are dfs)ofnt F AaB =2



Condrtonal ?robabc‘h:fy Probability of A conditioned on B s defined as

P[AIB]= PIAAB]
®[B]

P [Tcd S A atleast ore 5]

Example |, P[ved 5| atleast one 5] =
® [at least one 5]

(I
onl-
]

0

Remork, Conddional ]Dvoloabih'wbl s unirdurhve

Puzzle by Gary Foshee

T have 4o childven. One of them s a bcy. What s the ]Drobabl'l@/
that I have two bays ¢

born on a _ITJeSday
T have 4o childven. One of them is a bq}/‘. What s he Frobabl'l@l
that I have 4wp bays ¢

Inde,PEndehce Two events A and B ave mderendenk H

PlAAB]) = P[A)-FLB] or equivalently
PlalB) = £[A]) and vice- versa

Remark InclePendencc anhd d/'gofntne,gs are. 4no very d:jﬁfereni- condetions

Basic Identities Union bound A, ...A, are events in (2, @) A P2 Aq

IN

Ten, PL V] ¢ & Fl4] N

A, As

If A, 's weve pavwise disjoint ,then we get an e7Uah'£)/ above

Incluston - Exclusion P[AvB)= BTA)+P[B] - T[ArB] @

For events A, ..., A, we get

plyA)- 1- 2 T PIAA]
= 1.<[n) T




Independent Union  If A and 8 are independent everts, then
A€ ond B, A and B, 4% and B
are also indﬁfwclen(: [ Prove 1]
This also ge,neralfac,g o n mubUally or qu)/ u'ndefenc(enb evenks

IF A .. A ae incle)oendehf Ep Tloss n inclepmdent- unbtased cgin
. " A= " on s H
P[ VA - 1-IP[_/}A;°]

L=t

P[ ableast one H]= B[VA] = 1 —(&)
h (] 2
= 1-T(1-PlA))

Bayes’ Rule P[AxB)= P[A] - P[BIA]
= P[B)- PI4IR)

Equaltty Testin o

Given two bi,nar)/ vectors WU,V € {0113n
Decide f they ave ectual or not

Only opeva.tior\ that ¢s allowed - DoTPROPUCT (a ,b) — 'ﬁ'mc B(n)

bake dot product (mod 2) of any two binary veckors a,b e 10)5”
i.e. oufput (s )

ey
=Zab,
=

i 1 <aby s odd

0O o/

v4'gorLJd1hl - Pick a random vector v € {o,l,?"
o If duvd =) med 2 then output EQUAL
- Else output NOT EQUAL

Theoven | P[ Algonthm exrs ] L ond s n)nning' tme (s O(n+ B(n)
= " abvous

L> Proof in the next lecture

Repetition /Amplification Tick ~ Run the algorithm = [log %-] times independently
If any execotion says NOT EQUAL = ovtput NOT EQUAL
ofw = output EQUAL



Again , algorithm ohly ers i uFv,
i [Algoréﬂwm eﬁs‘] = P[ all i iterakion vetorn EQUAL ]

t _ _lOl/
_ 21: __z‘-gg‘] = s

1
2

]

Rontime s pow O(n+ BCh")-logfi)
é



