LECTURE 1L ( October 2¢)

Randomized Binary Search Trees & “Treaps

A binavy search trees (s a biary tree wheve each mocle s abeled with q key and ty at
any hode s largcr than the left subtree and smaller than he ﬂ'g'h%- Subbree .

For example, o we use letters for keys Chere s o b[na)y search tree
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Find To fnd a key in a binar)/ search tree, ve just do binar)/ Search

Insert o nSert we just do a blhar)/ cearch  the search faus buk whatever leaf
we ended the search cth, we insert the new node as a child gf that leqf-

For exqmFIe sk T in the bfnar)/ tree above gives
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Tdeally , b«har/ ceavch trees shovld be balanced , and if ouvr tree (s balanced , the time
to search 4akes O(log n) Hme ,sine the dc/p‘% of every node s O(log-»)
Wheve n = # nodes 1 the Aree

The problem is that not every binavy tree & balanced , for instapce, the tree could
have def)ﬁh n where all nodes ave 4o the woht . In this case, Search iokes O)
Hme.,

Moreover , we would hke the #vee 1o hot be statit ,buvt instead we wovld like to
insert / delete elements or do other oFeraJ:L'ons .



Some examyles of o}:emh'ans ne would want

« Fndtx) - Fnd a kﬂ/ A (n the tree
« Pred &)

Soce () }- Find +the Predecessor 07 SUCCEeSOT lf the search s UﬂSUCCeg‘j:uZ

« Inserb (x) or Delete(x) — Tnsert ov clelete

. S]olt'b(x) — Sput a tree intfo two trees ,one where all keys are <X and
other where all keys are >x .

v Joih (x) — Reverse of the sp b dperation

And iceally , what we woud want (s that all of +hese oferatl'onﬁ ha/),Dm th O(/gp’n) fime.

Thee ae ways of doing this e.g. AVL or Red-Black trees ,bot these are ?vl'fe complicated

In fact, 4heve was a byy in the Ctt lfbrar)/ that tb)})}emthed ved-black trees for close bo
10 years. There are teally svbtie ﬁn‘ng; that can qu};Cn.

Today , We ave going’ to see a vely sdm/nle way b do the above that wes raprdompess.
In fact, ohce you See the rules , you can dnplement & youself  fairly easy.

'Ne,qu — Introduced b}/ AYagon & Sewdel in the o<

“The object we wil ook at s called o treap [—-— tree + heqp) which (& both a
bfnqry cearch +ree and a pnbn'? heap.

Recall that hegp is a data structe where every node has a pnbn'g/ and for a ml'n—heqp
o. hode with a smaller }m‘oﬁ'{}/ (s alwoys ah ahcestor of a hode wrth a };é'gyber

Pn‘an’t}/,

Por a treap, all the above oPeraﬁbns will take O( looon ) e)sptcfed time (ar even
O(log n) 4ime with hgrh FYaJ;abL'l@/ )

For a freq/?,eqch node has a key (which we will denote by Jebters A,B,C,D,...)
and a prion’{,}/ ([ whith we will denote b}/ hatwal humbers 1 ,2,3, )

If we only (ook at~ +he keys, # Jooks kke a b[nq;f)/ Search tvee ancl /f e Onl/
look ot he Pnbﬂ%h'er, i (oks like a heap

As an eXam))!e, consider AL, G 0 R, I T, Hs M_7 (Prion}y 1 0 quHP-Y)
| Pnbfi{y

Assoming ol the keys prigvities qve distinct, there (s exactly dne tree

(_owe_s,oonding to b,



For the examFIe aboVe, the ﬁ)lldw[ngy s the treq’)

E\ Ttem wlﬁl 'the quueﬂ; Pn‘m’l“b/ (S fhe root
To the leff, ave all letters less than A
Lo T the nght , ave all letters gveater than A
By wnduction hypothesis , each of the
y v , .
Gy m (key, pf/o{rl}') pajrs define a unigue bee

lefs see how 0 (nsert an element ,eg, Sy where T=3]4159 - s the Pnbr/y/
and S (s the key

First look at e key and (nsert & (n the search free .

But how the }m'oﬂja'er ave hot (n the correct order !

To fix the Pn'on'h'es, we Use ah O)oem‘kfon called vototion (same opefabbn (c used
in ved-black or AVL trees)

Rotate %

W vpwards a Rest of e tree
- (V) vemaihs unchanged
Rotate v A

Upuarls So, thic can be done

& A ih OCI) time. — st

careful Foﬁv’cer
)'nam'?u\ ations



Bov one thing 4o rote here (s thab if w was a child of v before , & is a
parent of v afterwards, So, if prionty Cu) was smaller than priovity (W
we have poved it ypwards . This s exactly vhat we want o fix the
Pf'\oﬁh'e; after Insettion.

Rotate

T,
This (s still not fixed, o we
yotate again
J Rotate
L, Rotate Lo

| ™\ 1
0 E @ s
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Stll rot covrect !

Now all of dur priorties ave corvect !

Qo 4o Insert| wve Pﬂ’faend s a Lﬁnav)/ Rarch tree , nsert Hhe hode Qccord('r)bo’ Lo dc |k9/
and then do votabion. Each wiation fixes the problem at that pode but may move It
closer 0 the voot  so we keep do{ng (e ontl  all the F'n‘da’ rhes are corvect. Obher Parts
of the tvee ave not affected.

Thsett (k,})) Cveate New node (k,P)
Ihsert 0hly lookl'ng’ at keys | L
Bubble 0P hew node using’ volations only lookng at /Dwaﬂtle:




How do we |delete|? Just do insertion th veverse order

Make the priorty of that node e |

Bubble down the node on)\/ /00/41560' at Pnb{rbér |

(Which node moves op (s determined by the Pn'cméa, ~ smalley Pr.'of@z
child moves u;))

When i becomes a ledf , jut remove &

Delete Seb prionty to oo
Rotate down (promoting child with swaller Pn'dfﬁy closer 4o voot)
Remove the lCGf'

Run time of Insertion / Deletion is cletermined by depth of the intial / final
ingerted leaf

Ron time Of Searth (s determined b)/ the C/E/’U' of the pode +he Search ends on
So, Fot all of these opevations , Hime = O(depth of Some hede )

Recal| , that —he on(?’t‘nql motivation was to desl'gn a balanced blba;}/ Seqrch tree
Where we anl/ have keys. So, the priovdies can be chestn by the data Srvcture cteelf
Sihce 'i'he)/ are. hot ])ar‘b 0f197€ L'n}yut.

How do vie asspn Pw'crftties? Just Jeherate a umfofmly vahdom nomber ¢ [0,1] for

each node t'hdc/)enden{’/y. That wll be = Fﬂbni}/

The random Yoffec then detertine 7he structyre Of the
binqv7 cearch tree .

Main messape  If we choose the Pﬂ'oﬂ'{j-es Yahc{oml}/ . then far ever/ hode Y

E [ dept()] = 0(logn)

In fact , in the next lecture we will see that lE[mqq}X dff‘“’(\) )) =C)(lt€—)j
as wel|

That is, Yhe bihary search tree (s balanced in ex/)cct—artlbn (ov with
high Probab[h%)/ even) , and the YUnnL'né)' time of the above dperations
s OClog n) expectation

Spll'i'/ Join Opcmtfdns — How do we s/:h‘t/jain %

Soppase we want to Split at x.
If x s hob (h the tre,qy, ffYSli lhsert 1t .



To \grL[t 4 into

T <X i

1&qP
we seb the yn‘on't}/ of « to -0
Bubble 1t vp uvrhl & becomes the root

X

< >x

And then delete the root

For Jowing”, we just do this backwards in tme
Tone for these operations & also O(depbh of Some node)
o this s still OUO&Yn) tme assuming’ the Statement

about ex}vccéed deptb

Let.s prove this statement now :

Moin_mesage  If we choose the priovitfes vandomly, then for every node

E [ ceptv)] = 0(log'n)

To simflp}j/ hotation , we will assime that keys are (mlegers 1,2,3,
Alse hote hat, de/rfb (k) = # proper ancestors of k
5 Dis means depth of node whose key © &

Key idea  Express depth(k) as a sum of indicator vahdom vavigbles

h | a Pprope
def)ﬂw (k) = X 1/ i1 k] wheve L[ 1 k] 3{ fa;:cgrtav?ofkr
=1 YW
Thus,  E[depth(k)]= = E [1[irk])
=1
L2 - . S [ g - nd 1eat
= LZ|’ P[ [Pk ] Sihce )E[lnil{g;qtg,re ] - F{’”\i’aﬁgbferﬂ]

T Bvent that | s q proper
ancestor of k
0)



What is the onbabl'h'z‘)/ that © s a proper ancesior of k T
¥ =k, PJ[i1 k] = 0 gnce ( can not be a proper qhcestor

Lemma  For all i<k , {is « praper anestor of k ﬁc Pﬂ'oﬂl)}v @) is
the smallest priorcty amoye all hodes in | [,....kF le.

(P S pﬂ‘or@ (;) = min § priovity ) | jedi . .kif

Now, each node gets an independent vandonm Pn‘aa’:%y e.p.

0-3%
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So, /‘\SSUman’ this [emma s Due,

P l_ 17 h] = 1 Sihce  each node g?i‘s an ahdz?)e,ndenb
7andom pr)'wr'ky, So out of all n
neder, the p‘mbabfh:}/ that 1 has

the smallest oty & L
() )91) rLy =

F[L T x) = _1 (/f L<K) Since. there ave exactly
K-t +1 k=0 + 1 F(fafr'h'e: h Zhat

set ovk of wWhich one has
4o be chasen 1o be 1he
stnallest one & 'ff)ey are

all el]uall/ lt'LeI/

n

Thus, [E [cleptn(k)) = g Pli1k)
= ﬁ"lf_P[fM] 4 3 PLiTk ]

=t !—_-_K_’_l
Kk R
0= k"l""l =kt (-k+1
Above. |€mma Symmetric lemmaq
where we veverse
the voles of ( & k
k h-k-l ‘
= sLr + 5 1 by .SC‘Hng = k4 +1
2 J 1=2 L :
N €=(-k+1

= Hk-1 + Hnrwp -1 = O(logzn) 0



So, once we prove the lemmag , we ave done.

P*(oof of Lemma _n:)evc ave fve, coses 1O Cdn&c{er Lascd on the rbo'l‘ kef’_/Dbﬂé”
in mind that voot has +he Smallest }mang/

Root < —> If the root & Smalley than o, then Rost
Both t Lk ave in the vfgh‘i: Sibtree

So by (nduction hypothesis, the. Ikmma holds @®

. Root = ¢ > | Tk and Priaﬁ# Li) (s tinimim Siace Hs the root

L < Root <k ——> Ih s case, we Kuw fw‘oﬂ'i}/ (i) (€ hot hunpimum SQnce
must be the rogt. We also know that

Rool {o, nether & a proper

anestor of the othtr
B\

S, in this case , i is pob a peper ancespr of k.
te. ( Xk

e Root =k — | Xk hee as well, sihee k s an ancestor of evey‘b‘?/(}fy

» Root Tk ——  Then both i 8 £ e & the ft sobtree

Lemma follows from indvction h)//?o'ﬁ)esf_s

R
"

So, we have now seen He defmfi'ron oFf & *cha/: how o :mPIemené i and a cam/J/ete,
ahalysis of expected depth.

Since ,this (s g lot su'm/?ler why bother With AVL or red - black trees ?
Because for the laker the constant & (- ) s smaller, so off eﬁffc(em/ s very
Un]oo'f‘bahir then you Shovlet zmplememf tase o/ tfeafs are. much easler to wv/olemmt

Ore lask thing to take avay (s that one an thnk of {reqps O different ways. These
al give equivalent & cifferent s of- defiinp- a treqp



Defirton £ Treap is a hnay search tree with  randem Pn‘oﬂhdes

Defintkion 2 7;eql> s a bl‘nqr/ Search tree obtained by L'DSEYHng’ ke}/s n
random oOvder

Assrgm'ng yandom P:‘onlb*‘cs 4 f'nser—bl‘ng tt (n order of- Pﬂ‘ovrb’cg
is the came as dwsertirzg kKeys h a yandom order

Definion 3 Teeap (s a recursion tree for randomized ciw‘cksoﬁ’

Let's ook at an exampl here Suppose We want to Sort

the word ALGORITHM n alphabetical order, we pick a

random  pivob say A lUsz'hf— random prionges / random owder)
Recvrsivzly Sor4 everde)/‘ng Smalley than A & everything- greater than A.

= The recurdon pattern we geb i
| EXao-L’b/ +his b:‘nary iree where
L, in the flg”nf sobf»’ablem,we firsz

Chose +he ;:/‘voir L & vecovsea.

) [ (B
k) M) Rl

So, what we have ceen today s an anllysls of randomized
quicksort.

RANDOM QUICKSORT [A) Randoml/ permute A
For each x € A
Thseyt % «¢h bihqr)/ search tree
Po an (horder praversal of binary Search tree

The compatnisons we do In the above ave the Same as Flbkfng
Qa rondom PiVUt & COrn]vaYlbg 1o others

E [von tine ] = E[timeb:&oqinzfg all n keys ] = O(rl-(og’h)
7

S, when we are insertiny (hto a treap, we are runmhg guicksort

ahd realize we ave missing Somethme & we £0 backwave |n Hme
. . . 6

b fix it by domg/ as lithe work as needed ~ There qre nany

qPPl’b‘L’t’\a“S of this i doata Sbuctue here we tecord Somefhi}:&—
(h 4 vecCJ¥sion tree A £o back i fine and Fix the recorsion tree CQ‘{,"- &o—[{— )

®



