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2000 years ago, some librarians woke up to 
a nasty surprise…
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Now we have a treasure trove of scrolls
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But now we can read them!
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How do we read them?
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How do we read them?
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How do we read them?
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How do we read them?

8



What did it take?

1. High-resolution CT scanning via particle accelerators 

2. Expert labelers to segment

3. ML breakthroughs to extract the letters 

4. A team of historians and expert translators to read
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High-impact ML applications 
happen in teams
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Your boss wants you to make a chat bot
… from scratch
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What goes into a chatbot?

1. Train a base model (LLM)

2. Instruction tune the LLM

3. Enable the LLM to read documents 

4. Put guard rails in place

5. Set up serving infrastructure

6. …
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Training an LLM from scratch
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300 LoC! Simple, right?



Training an LLM from scratch:
horror stories
“In the first couple of runs where loss would explode, we were 
mainly focused on reducing LR, and increasing the frequency of 
clipping […]. There were also an ECC failure in between, which 
led to another restart.”
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Literal memory failure!



Training an LLM from scratch
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Uh oh!



Training an LLM from scratch

“We chose this path due to the fact that we need 33 days to fully 
train at this scale with 1024 80GB A100s, and time was running 
out before EOY hit. We also needed to buffer in time to 
evaluate this model on downstream tasks before EOY as well.”
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Non-technical deadlines!



Instruction-tuning an LLM
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Instruction-tuning LLMs
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Need lots of human labels!



Chatbots going off the rails
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What goes into a chatbot?

1. Train a base model (LLM)

2. Instruction tune the LLM

3. Enable the LLM to read documents 

4. Put guard rails in place

5. Set up serving infrastructure

6. …
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What goes into ML?
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High-impact ML applications 
happen in teams
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Let’s build an autonomous vehicle!*
*not really
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Many errors in ML models
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… and data!

Error in ML model Missing label in training set

Errors can lead to bad consequences!
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“As the [automated driving system] changed the classification of the 
pedestrian several times—alternating between vehicle, bicycle, and 
an other — the system was unable to correctly predict the path of the 
detected object,” the board’s report states.



Can specify errors despite opaque models!
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Cars should not flicker in 
and out of a video

Cars should not overlap in 
unrealistic ways






Constraints are obvious!
Why aren’t they used?
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Need new programming models for ML data 
management and improving ML models



Allow users to express constraints
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Cars should not flicker in 
and out of a video

Person Age

Daniel 300
Peter 36

Matei 36

CHECK(AGE < 100)






Sneak preview of results
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Found errors in 70% of the scenes 
in the Lyft Level 5 validation set!

Assertions can be used to  
automatically improve models



Model assertions [MLSys ‘20]
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def flickering(
 recent_frames: List[PixelBuf],
 recent_outputs: List[BoundingBox]
) -> Float

Assertion inputs are a history of 
inputs and predictions

Assertions output a severity score, 
where a 0 is an abstention



Model assertions can find errors with high 
true positive rate
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Setting Assertion True Positive 
Rate

LOC

Video analytics Flickering 96% 18

Video analytics Multibox 100% 14

Video analytics No phantom cars 88% 18

AV LIDAR/camera match 100% 11

Medical ECG classification 
shouldn’t vary too quickly

100% 23



Learned observation assertions (LOA)
[SIGMOD ‘22]

def VolumeFeature(box):

  return box.width * box.height * box.length
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Users specify features over 
observations

LOA learns typical 
distribution of features



LOA identifies errors in human labels in  
real-world datasets: Lyft Level 5
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» Deployed LOA per scene 
(5-15s clip)

» Found errors in 70% of the 
Lyft validation scenes

Dataset used to train models, 
host competitions, cited 
hundreds of times!



LOA identifies errors in human labels in  
real-world datasets: TRI
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Missing car

» Labels generated from 
leading vendor!

» Recall of 75% for errors on an 
exhaustively examined scene



Training models via assertions
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Set of inputs that 
triggered 
assertion

Active learning

Weak supervision

Human-
generated 

labels

Weak labels

Model 
retraining

Agnostic to data type, task, and model!
New data collection API



How should we select data points to label 
for active learning?
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» Many assertions can flag 
the same data point

» The same assertion can 
flag many data points

» Which points should we 
label?

Assertion 1

Assertion 2 Assertion-based bandit 
algorithm



Assertion-based AL outperforms baselines
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Using assertions outperforms uncertainty and 
random sampling (video analytics, SSD)



Assertions for finding errors

» Errors can be easily specified despite opaque models!

» New programming interfaces in the form of assertions

» Can find errors in a range of real-world settings

» New data collection API
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Databases are a runaway success!
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» Widely deployed from enterprise, 
mobile, nuclear power plants, … 

» Tens of billions in revenue*     
(Oracle, DataBricks, Snowflake, …)!

* https://www.expertmarketresearch.com/reports/database-management-system-market 

https://www.expertmarketresearch.com/reports/database-management-system-market


Unstructured data >> structured data!
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» Video, images, text, audio, etc. 
exploding in volumes

» Cheap sensors, cheap storage!

» Example: Tesla alone produces   
>7 exabytes / day of sensor data!

» Snowflake total data: 250 PB*

* https://www.snowflake.com/company/ 

https://www.snowflake.com/company/





Standard DBs unsuited for unstructured data
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“How many cars passed 
by on Monday?”

SELECT AVG(pixels)
FROM video

36.8% red

523 carsclass frame x y

car 1 0 55

bus 2 30 62

“Average pixel value?”

SELECT COUNT(car)
FROM video






Semantic queries are ubiquitous!
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“Find hummingbirds for 
ecological analysis”

“Compute sentiments on 
science after moon landing”

“Find upside-down 
stop signs”



Goal: make unstructured data queries as 
efficient and reliable as structured queries
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SELECT
  AVG(emp_salary)
FROM table

$4000

523 cars
SELECT
  COUNT(object_id)
FROM taipei
WHERE class = 'car'

Video

name salary

Daniel 5000

Peter 4000

Matei 3000



Can we just run ML to answer queries?
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Ideal case:

1. Find off-the-shelf model

2. Execute over data

3. Find all the hummingbirds!



Challenge 1: ML is expensive
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Challenge 1: ML is expensive
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7-10 OOM cost 
differential!



Challenge 2: expressing queries is difficult

47

           

Using ML models as UDFs is challenging!



Can we make analytics over unstructured 
data as efficient and reliable as SQL?
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Systems for querying unstructured data
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Query processing 
with proxies

Query 
language

[VLDB ’19,  
CIDR ‘23]

Selection
[VLDB ‘17, VLDB ’20, MLSys ’20b]

Aggregation + Limit
[VLDB ‘19]

Agg. w/ predicates
[VLDB ’21a]

Query Result

Semantic 
index

[SIGMOD ‘22]

Query 
execution

[VLDB ’21b]

Quality assurance with assertions
[MLSys ’20a, SIGMOD’ 22]



Systems for querying unstructured data
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Query processing 
with proxies

Query 
language

[VLDB ’19,  
CIDR ‘23]

Selection
[VLDB ‘17, VLDB ’20, MLSys ’20b]

Aggregation + Limit
[VLDB ‘19]

Agg. w/ predicates
[VLDB ’21a]

Query Result

Semantic 
index

[SIGMOD ‘22]

Query 
execution

[VLDB ’21b]

Quality assurance with assertions
[MLSys ’20a, SIGMOD’ 22]



API for ML models
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Object
detection

Input: unstructured data Output: structured data



API for ML models
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Object
detection

Input: unstructured data Output: structured data

blob_id box_id xmin ymin

1 1 10 10

1 2 10 50



AIDB: querying unstructured data 
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AIDB: querying unstructured data 
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AIDB: querying unstructured data 
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AIDB vs UDFs
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Specifying queries: use standard SQL

Select cars on the right:

SELECT frame_id
WHERE xmin < 100
LIMIT 10;
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Count white cars:

SELECT COUNT(box_id)
WHERE color = ‘white’
ERROR TARGET 5%;



All rows and columns are
virtual until materialized!
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blob_id box_id xmin ymin
1 1 10 10
1 2 10 50
2 NULL NULL NULL

Not materialized!



Systems for querying unstructured data
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Query processing 
with proxies

Query 
language

[VLDB ’19]

Selection
[VLDB ‘17, VLDB ’20, MLSys ’20b]

Aggregation + Limit
[VLDB ‘19]

Agg. w/ predicates
[VLDB ’21a]

Query Result

Semantic 
index

[SIGMOD ‘22]

Query 
execution

[VLDB ’21b]

Quality assurance with assertions
[MLSys ’20a, SIGMOD’ 22]



Selection queries: exhaustive method
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Human or 
complex model

“Find the buses”

SELECT * FROM video
WHERE BUS(record)

Target (oracle) can be a complex 
model or expert human labeler



Approximate selection queries
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“Find 90% of the buses”

SELECT * FROM video
WHERE BUS(record)
ACCURACY 90%

» Accelerating selection 
with proxies

» Providing guarantees 
on recall



Insight: ML models do much more than we 
need for individual queries!
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Detection with Mask R-CNN

Bus at 150, kite at 10,  …

Target query

Bus present

Opportunity: train specialized proxy models per-query



Constructing proxies (NoScope) [VLDB ‘17]
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Target DNN Training\

Unannotated Sample

\

Annotated sample

Proxy model

Proxies can be 10,000x faster!

“Find the buses”

Bus



Many images are easy!
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Data record Proxy

Yes

Unsure

No

No

Oracle

High quality proxies will produce high quality results*



Cost-based optimization to select cascade
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NoScope performs:
» Model search
» Cascade search
via cost modeling

Data-dependent process!     
Up to 3x performance 
improvements

 



NoScope enables accuracy/speed tradeoffs
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36.5x faster @ 99.9% accuracy
206x faster    @ 96% accuracy

» Slow but accurate: defer 
to oracle regularly

» Fast but inaccurate: use 
proxy model

Finding buses in Taipei



Can we ensure guarantees on query 
accuracy when using inexact proxies?
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Example: ecological analysis
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Find 90% of the hummingbirds
with human labels as ground truth
using Mask R-CNN as a proxy
… with failure probability at most 5%

Scientists require high probability for 
robust conclusions, publication

Prof. Fukami

      



NoScope* has semantics for expected recall
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Prior work does not have 
semantics for failure probability!

SELECT * FROM dataset
WHERE
  ORACLE_PREDICATE(record)
ORACLE LIMIT 10,000
USING PROXY(record)
WITH EXPECTED RECALL 90%

Prior work semantics:

SELECT * FROM dataset
WHERE
  ORACLE_PREDICATE(record)
ORACLE LIMIT 10,000
USING PROXY(record)
WITH RECALL 90%
WITH SUCCESS PROBABILITY 95%

Desired semantics:

We want guarantees with high 
probability but  harder to ensure

* and other existing work (Tahoma, Probabilistic predicates, …)



Guarantees on failure probability are critical!
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Prior work (NoScope, Tahoma, Probabilistic Predicates, …) 
can return recalls below 20%

Guarantees on 
failure probability!

Catastrophic 
failures!



Selection Using Proxies with Guarantees 
(SUPG) [VLDB ‘20]
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Given:
» A recall target
» An oracle budget
» A success probability

Invalid, 
25% recall

Valid, poor 
quality

Valid, good 
quality

Return a set that:
» Satisfies the recall target
» With as high precision as possible
» Satisfying the success probability

Goal: 50% recall

𝒟𝒟:
Higher proxy score Lower proxy score

Matches predicate

Doesn’t match predicate



Prior work (NoScope, Probabilistic predicates, …)
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Higher proxy score Lower proxy score
1. Uniform sampling

2. Select threshold based 
on empirical cutoff

Goal: 50% recall, sampling budget of 10

3. Return records 
above cutoff

Prior work fails to achieve 
recall target

𝜏𝜏𝒮𝒮

𝒟𝒟:

𝒮𝒮:

Matches predicate

Doesn’t match predicate



Uniform method with correction
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Higher proxy score Lower proxy score
1. Uniform sampling

2. Select threshold with 
confidence interval correction

Goal: 50% recall, sampling budget of 10

3. Return records 
above cutoff

Uniform sampling results 
in poor precision (17%)

𝒟𝒟:

𝒮𝒮:

Matches predicate

Doesn’t match predicate



SUPG: improved sampling
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Higher proxy score Lower proxy score
1. Importance sampling

2. Select threshold with a 
confidence interval correction

Goal: 50% recall, sampling budget of 10

3. Return records 
above cutoff

Importance sampling gives 
improved precision (50%)

𝒟𝒟:

𝒮𝒮:

Matches predicate

Doesn’t match predicate



Importance sampling for selection requires 
non-standard weights
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Assumption on 𝑂𝑂 Assumption on 𝑎𝑎 (proxy) Optimal weights

Standard 𝑂𝑂 𝑥𝑥 ∈ ℝ 𝑎𝑎(𝑥𝑥) ≈ 𝑂𝑂 𝑥𝑥 𝑤𝑤 𝑥𝑥 ∝ 𝑎𝑎 𝑥𝑥 ⋅ 𝑢𝑢(𝑥𝑥) 
Our setting 𝑂𝑂 𝑥𝑥 ∈ {0, 1} 𝑎𝑎 𝑥𝑥 = ℙ𝑥𝑥~𝑢𝑢 𝑂𝑂 𝑥𝑥 = 1 𝑎𝑎 𝑥𝑥 𝑤𝑤 𝑥𝑥 ∝ 𝑎𝑎 𝑥𝑥 𝑢𝑢(𝑥𝑥) 

Optimal weights are proxy score!



Evaluation setting
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Dataset Modality Proxy Oracle Selectivity

ImageNet Images ResNet Human 0.1%

night-street Video ResNet Mask R-CNN 4%

OntoNotes Text LSTM Human 2.5%

TACRED Text SpanBERT Human 2.4%

Goals:
High probability
Good quality
Low cost

Metrics:
Coverage
Precision
Cost



Prior work fails to respect recall target    
(90% recall, 5% failure)
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SUPG achieves target 
recall with high probability

Naïve methods without correction
fail ~50% of the time

SUPG

Naïve 



SUPG outperforms uniform sampling      
on precision
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Uniform sampling is 
sample inefficient

Importance sampling 
outperforms

Uniform SUPG



SUPG query costs are cheap relative to 
exhaustive labeling
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All parts of SUPG are substantially cheaper than exhaustive 
labeling (proxy execution, sampling, oracle execution)

SUPG



Accelerating selection

» Use proxies to approximate oracle

» Combine with importance sampling to provide 
guarantees 

» 200x faster queries!
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What goes into ML?

81



High-impact ML applications 
happen in teams

82
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